
IntechOpen Series  
Artificial Intelligence, Volume 7

Machine Learning 
Algorithms, Models and Applications

Edited by Jaydip Sen

Edited by Jaydip Sen

Recent times are witnessing rapid development in machine learning algorithm systems, 
especially in reinforcement learning, natural language processing, computer and 

robot vision, image processing, speech, and emotional processing and understanding. 
In tune with the increasing importance and relevance of machine learning models, 

algorithms, and their applications, and with the emergence of more innovative 
uses–cases of deep learning and artificial intelligence, the current volume presents 
a few innovative research works and their applications in real-world, such as stock 
trading, medical and healthcare systems, and software automation. The chapters in 

the book illustrate how machine learning and deep learning algorithms and models are 
designed, optimized, and deployed. The volume will be useful for advanced graduate 
and doctoral students, researchers, faculty members of universities, practicing data 
scientists and data engineers, professionals, and consultants working on the broad 

areas of machine learning, deep learning, and artificial intelligence.

Published in London, UK 

©  2021 IntechOpen 
©  your_photo / iStock

ISBN 978-1-83969-484-4

Andries Engelbrecht, Artificial Intelligence Series Editor

ISSN  2633-1403

M
achine Learning - A

lgorithm
s, M

odels and A
pplications





Machine Learning - 
Algorithms, Models and 

Applications
Edited by Jaydip Sen

Published in London, United Kingdom





Supporting open minds since 2005



Machine Learning - Algorithms, Models and Applications
http://dx.doi.org/10.5772/intechopen.94615
Edited by Jaydip Sen

Assistant to the Editor: Sidra Mehtab

Contributors
Pooja Kherwa, Saheel Ahmed, Pranay Berry, Sahil Khurana, Sonali Singh, Jaydip Sen, Sidra Mehtab, 
David W. W Cadotte, David W. Anderson, Kalum J. Ost, Racheal S. Akinbo, Oladunni A. Daramola, Bongs 
Lainjo, Rajdeep Sen, Abhishek Dutta

© The Editor(s) and the Author(s) 2021
The rights of the editor(s) and the author(s) have been asserted in accordance with the Copyright, 
Designs and Patents Act 1988. All rights to the book as a whole are reserved by INTECHOPEN LIMITED. 
The book as a whole (compilation) cannot be reproduced, distributed or used for commercial or 
non-commercial purposes without INTECHOPEN LIMITED’s written permission. Enquiries concerning 
the use of the book should be directed to INTECHOPEN LIMITED rights and permissions department 
(permissions@intechopen.com).
Violations are liable to prosecution under the governing Copyright Law.

Individual chapters of this publication are distributed under the terms of the Creative Commons 
Attribution 3.0 Unported License which permits commercial use, distribution and reproduction of 
the individual chapters, provided the original author(s) and source publication are appropriately 
acknowledged. If so indicated, certain images may not be included under the Creative Commons 
license. In such cases users will need to obtain permission from the license holder to reproduce 
the material. More details and guidelines concerning content reuse and adaptation can be found at 
http://www.intechopen.com/copyright-policy.html.

Notice
Statements and opinions expressed in the chapters are these of the individual contributors and not 
necessarily those of the editors or publisher. No responsibility is accepted for the accuracy of 
information contained in the published chapters. The publisher assumes no responsibility for any 
damage or injury to persons or property arising out of the use of any materials, instructions, methods 
or ideas contained in the book.

First published in London, United Kingdom, 2021 by IntechOpen
IntechOpen is the global imprint of INTECHOPEN LIMITED, registered in England and Wales, 
registration number: 11086078, 5 Princes Gate Court, London, SW7 2QJ, United Kingdom
Printed in Croatia

British Library Cataloguing-in-Publication Data
A catalogue record for this book is available from the British Library

Additional hard and PDF copies can be obtained from orders@intechopen.com

Machine Learning - Algorithms, Models and Applications
Edited by Jaydip Sen
p. cm.

This title is part of the Artificial Intelligence Book Series, Volume 7
Topic: Machine Learning and Data Mining
Series Editor: Andries Engelbrecht 
Topic Editor: Marco Antonio Aceves Fernandez 

Print ISBN 978-1-83969-484-4
Online ISBN 978-1-83969-485-1
eBook (PDF) ISBN 978-1-83969-486-8
ISSN 2633-1403



Interested in publishing with us? 
Contact book.department@intechopen.com

Numbers displayed above are based on latest data collected. 
For more information visit www.intechopen.com

5,600+ 
Open access books available

156
Countries delivered to

12.2%
Contributors from top 500 universities

Our authors are among the

Top 1%
most cited scientists

138,000+
International authors and editors

170M+ 
Downloads

We are IntechOpen,
the world’s leading publisher of 

Open Access books
Built by scientists, for scientists

BOOK
CITATION
INDEX

 

CL
AR

IVATE ANALYTICS

IN D E X E D

Selection of our books indexed in the Book Citation Index (BKCI)  
in Web of Science Core Collection™





IntechOpen Book Series  

Artificial Intelligence
Volume 7

Aims and Scope of the Series

Artificial Intelligence (AI) is a rapidly developing multidisciplinary research area 
that aims to solve increasingly complex problems. In today’s highly integrated 
world, AI promises to become a robust and powerful means for obtaining solutions 
to previously unsolvable problems. This Series is intended for researchers and stu-
dents alike interested in this fascinating field and its many applications.





Meet the Series Editor

Andries Engelbrecht received the Masters and Ph.D. degrees in 
Computer Science from the University of Stellenbosch, South 
Africa, in 1994 and 1999 respectively. He is currently appointed 
as the Voigt Chair in Data Science in the Department of Indus-
trial Engineering, with a joint appointment as Professor in the 
Computer Science Division, Stellenbosch University. Prior to 
his appointment at Stellenbosch University, he has been at the 

University of Pretoria, Department of Computer Science (1998-2018), where he 
was appointed as South Africa Research Chair in Artifical Intelligence (2007-2018), 
the head of the Department of Computer Science (2008-2017), and Director of 
the Institute for Big Data and Data Science (2017-2018). In addition to a number of 
research articles, he has written two books, Computational Intelligence: An Intro-
duction and Fundamentals of Computational Swarm Intelligence.





Jaydip Sen is associated with Praxis Business School, Kolkata, 
India, as a professor in the Department of Data Science. His re-
search areas include security and privacy issues in computing and 
communication, intrusion detection systems, machine learning, 
deep learning, and artificial intelligence in the financial domain. 
He has more than 200 publications in reputed international 
journals, refereed conference proceedings, and 18 book chapters 

in books published by internationally renowned publishing houses, such as Spring-
er, CRC press, IGI Global, etc. Currently, he is serving on the editorial board of the 
prestigious journal Frontiers in Communications and Networks and in the technical 
program committees of a number of high-ranked international conferences orga-
nized by the IEEE, USA, and the ACM, USA. He has been listed among the top 2% of 
scientists in the world for both the years 2020 and 2021 as of August 2021.

Meet the Volume Editor



Contents

Preface XV

Chapter 1 1
Introductory Chapter: Machine Learning in Finance-Emerging 
Trends and Challenges
by Jaydip Sen, Rajdeep Sen and Abhishek Dutta

Chapter 2 15
Design and Analysis of Robust Deep Learning Models for Stock 
Price Prediction
by Jaydip Sen and Sidra Mehtab

Chapter 3 47
Articulated Human Pose Estimation Using Greedy Approach
by Pooja Kherwa, Sonali Singh, Saheel Ahmed, Pranay Berry  
and Sahil Khurana

Chapter 4 59
Ensemble Machine Learning Algorithms for Prediction 
and Classification of Medical Images
by Racheal S. Akinbo and Oladunni A. Daramola

Chapter 5 79
Delivering Precision Medicine to Patients with Spinal Cord Disorders; 
Insights into Applications of Bioinformatics and Machine Learning  
from Studies of Degenerative Cervical Myelopathy
by Kalum J. Ost, David W. Anderson and David W. Cadotte

Chapter 6 103
Enhancing Program Management with Predictive Analytics 
Algorithms (PAAs)
by Bongs Lainjo



Contents

Preface XVII

Chapter 1 1
Introductory Chapter: Machine Learning in Finance-Emerging 
Trends and Challenges
by Jaydip Sen, Rajdeep Sen and Abhishek Dutta

Chapter 2 15
Design and Analysis of Robust Deep Learning Models for Stock 
Price Prediction
by Jaydip Sen and Sidra Mehtab

Chapter 3 47
Articulated Human Pose Estimation Using Greedy Approach
by Pooja Kherwa, Sonali Singh, Saheel Ahmed, Pranay Berry  
and Sahil Khurana

Chapter 4 59
Ensemble Machine Learning Algorithms for Prediction 
and Classification of Medical Images
by Racheal S. Akinbo and Oladunni A. Daramola

Chapter 5 79
Delivering Precision Medicine to Patients with Spinal Cord Disorders; 
Insights into Applications of Bioinformatics and Machine Learning  
from Studies of Degenerative Cervical Myelopathy
by Kalum J. Ost, David W. Anderson and David W. Cadotte

Chapter 6 103
Enhancing Program Management with Predictive Analytics 
Algorithms (PAAs)
by Bongs Lainjo



Preface

Machine learning (ML) is the ability of a system to automatically acquire, integrate, 
and then develop knowledge from large-scale data, and then expand the acquired 
knowledge autonomously by discovering new information, without being 
specifically programmed to do so. In short, the ML algorithms can find application
in the following: (1) a deeper understanding of the cyber event that generated 
the data under study, (2) capturing the understating of the event in the form of a
model, (3) predicting the future values that will be generated by the event based 
on the constructed model, and (4) proactively detect any anomalous behavior of
the phenomenon so that appropriate corrective actions can be taken beforehand. 
ML is an evolutionary area, and with recent innovations in technology, especially
with the development of smarter algorithms and advances in hardware and storage
systems, it has become possible to perform a large number of tasks more efficiently
and precisely, which were not even imaginable a couple of decades before. Over the
past few years, deep learning (DL), a specialized subset of machine learning that
involves more complex architectures, algorithms, and models for solving complex
problems and predicting future outcomes of complex events, has also evolved.

Recent times are witnessing rapid development in machine learning algorithm
systems, especially in reinforcement learning, natural language processing, 
computer and robot vision, image processing, speech, and emotional processing 
and understanding. There are numerous applications of machine learning that have
emerged or are evolving at present in several business domains, such as medicines
and healthcare, finance and investment, sales and marketing, operations and 
supply chain, human resources, media and entertainment, and so on.

Of late, the applied ML systems in the industry are exhibiting some prominent
trends. These trends will utilize the power of ML and artificial intelligence (AI)
systems even further to reap benefits in business and society, in general. Some of
these trends are as follows: (1) less volume of code and faster implementation of
ML systems; (2) increasing use of light-weight systems suitable for working on the
resource-constrained internet of things (IoT) devices; (3) automatic generation of
codes for building ML models; (4) designing novel processes for robust management
of the development of ML systems for increased reliability and efficiency; (5) more
wide-spread adoption of deep-learning solutions into products of all domains and
applications; (6) increased use of generative adversarial networks (GAN)-based
models for various image processing applications including image searching,
image enhancement, etc.; (7) more prominence of unsupervised learning-based
systems that require less or no human intervention for their operations; (8) use of
reinforcement learning-based systems; and finally, (9) evolution of few-shots,
if not zero-shot learning-based systems.

In tune with the increasing importance and relevance of ML models, algorithms, 
and their applications and with the emergence of more innovative uses-cased of
DL- and AI-based systems, the current volume presents a few innovative research
works and their applications in real-world, such as stock trading, medical and 
healthcare systems, and software automation. The chapters in the book illustrate
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how ML and DL algorithms and models are designed, optimized, and applied 
for achieving higher precision and efficiency in business and other processes in 
real-world scenarios.

The book presents six chapters that highlight different architectures, models, 
algorithms, and applications of machine learning, deep learning, and artificial 
intelligence. The subject matter discussed in the chapters of the book illustrates the 
complexities involved in the design, training, validation, testing, and deployment 
of machine learning and deep learning models in real-world applications.

In the introductory chapter entitled Introductory Chapter: Machine Learning in 
Finance-Emerging Trends and Challenges, Jaydip Sen, Rajdeep Sen, and Abhishek 
Dutta present a landscape of the emerging trends and challenges in banks and 
other financial institutions that machine learning-based models will face in the 
near future and how the organizations should transform those challenges into 
opportunities for their business.

In Chapter 2, Design and Analysis of Robust Deep Learning Models for Stock Price 
Prediction, Jaydip Sen and Sidra Mehtab present a set of deep learning-based 
regression models for precise and robust prediction of future prices of a stock listed 
in the diversified sector in the National Stock Exchange (NSE) of India. The models 
are built on convolutional neural network (CNN) and long short-term memory 
(LSTM) network architectures, and they are designed to handle high-frequency 
stock price data. The performances of the models are compared based on their 
execution time and prediction accuracies.

In Chapter 3, Articulated Human Pose Estimation Using Greedy Approach, Pooja Kherwa, 
Sonali Singh, Saheel Ahmed, Pranay Berry, and Sahil Khurana propose a method 
of bottom-up parsing for human pose estimation that localizes anatomical key 
points of humans. The authors have also presented results on the performance of 
their proposed mechanism.

In Chapter 4, Ensemble Machine Learning Algorithms for Prediction and Classification 
of Medical Images, Racheal S. Akinbo and Oladunni A. Daramola discuss how 
ensemble machine learning models can be applied for classifying medical images, 
such as ultrasound reports, X-rays, mammography, fluoroscopy, computer-aided 
tomography, magnetic resonance image, magnetic resonance angiography, nuclear 
medicine, and positron emission tomography.

In Chapter 5, Delivering Precision Medicine to Patients with Spinal Cord Disorders; 
Insights into Applications of Bioinformatics and Machine Learning from Studies of 
Degenerative Cervical Myelopathy, Kalum J. Ost, David W. Anderson and David 
W. Cadotte present an approach towards designing a machine learning-based 
clinical diagnosis system that supports the diagnostic prediction of DCM severity. 
The proposed system is intended to serve as a support system to the patients 
rather than a recommendation system. Extensive discussion has been made on the 
system design, data collection process, data preprocessing, model building, and 
performance results of the system.

In Chapter 6, Enhancing Program Management with Predictive Analytics Algorithms 
(PAAs), Bongs Lainjo identifies various practical aspects of software development 
with a particular focus on predictive model design and deployment. The author also 
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discusses how predictive analytics algorithms can be used to predict future events 
in different domains of applications, for example, healthcare, manufacturing, 
education, sports, and agriculture.

I hope that the volume will be very useful for advanced graduate and doctoral 
students, researchers, practicing data scientists and data engineers, professionals, 
and consultants working on the broad areas of machine learning, deep learning, 
artificial intelligence, and other allied areas in computer science. It will also be of 
use to faculty members and scientists in graduate schools, universities, and research 
labs engaged in teaching research in machine learning and its applications. Since 
the volume is not an introductory treatise on the subject, the readers are expected to 
have basic knowledge of the fundamental principles and theoretical backgrounds of 
machine learning models and algorithms to understand their advanced applications 
discussed in the book.

I express my sincere thanks to all authors of the chapters in the volume for their 
valuable contributions. Without their cooperation and eagerness to contribute, 
this project would never have been successful. All the authors have been extremely 
cooperative and punctual during the submission, editing, and publication process 
of the book. I express our heartfelt thanks to Ms. Marica Novakovic, author service 
manager of IntechOpen Publishers, for her support, encouragement, patience, and 
cooperation during the project and her wonderful coordination of all activities 
involved in it. My sincere thanks also go to Ms. Anja Filipovic, commissioning 
editor of IntechOpen Publishers, for reposing faith in me and delegating me with 
the critical responsibility of editorship of such a prestigious academic volume. 
I will be certainly failing in my duty if I do not acknowledge the encouragement, 
motivation, and assistance I received from Ms. Sidra Mehtab, my assistant editor 
and the co-author of one of the chapters in the book. I sincerely thank the valuable 
contributions received from the coauthors, of the introductory chapter of the 
book, Mr. Rajdeep Sen and Mr. Abhishek Dutta. The members of my family have 
always been the sources of my inspiration and motivation for such scholastic work. 
I dedicate this volume to my beloved sister, Ms. Nabanita Sen, who unfortunately 
left us on 27 September 2021, due to the deadly disease of cancer. My sister has 
been always the pillar of strength for me, and this volume also would not have 
been a success without her constant support and motivation, despite her suffering 
due to her terminal illness. Last but not the least, I gratefully acknowledge the 
support and motivation I received from my wife Ms. Nalanda Sen, my daughter Ms. 
Ritabrata Sen, my mother Ms. Krishna Sen, my brother Mr. Rajdeep Sen, and my 
sister-in-law, Ms. Toby Kar. Without their support, motivation, and inspiration, 
the publication of this volume would not have been possible.

Jaydip Sen
Professor,

Department of Data Science,
Praxis Business School,

Kolkata, India
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Chapter 1

Introductory Chapter: Machine 
Learning in Finance-Emerging 
Trends and Challenges
Jaydip Sen, Rajdeep Sen and Abhishek Dutta

1. Introduction

The paradigm of machine learning and artificial intelligence has pervaded our 
everyday life in such a way that it is no longer an area for esoteric academics and 
scientists putting their effort to solve a challenging research problem. The evolution 
is quite natural rather than accidental. With the exponential growth in process-
ing speed and with the emergence of smarter algorithms for solving complex and 
challenging problems, organizations have found it possible to harness a humongous 
volume of data in realizing solutions that have far-reaching business values.

Financial services, banking, and insurance remain one of the most significant 
sectors that has a very high potential in reaping the benefits of machine learning 
and artificial intelligence with the availability of rich data, innovative algorithms, 
and novel methods in its various applications. While the organizations have only 
skimmed the surface of the rapidly evolving areas such as deep neural networks 
and reinforcement learning, the possibility of applying these techniques in many 
applications vastly remains unexplored. Organizations are leveraging the benefits 
of innovative applications of machine learning in applications like customer seg-
mentation for target marketing of their newly launched products, designing optimal 
portfolio strategies, detection, and prevention of money laundering and other illegal 
activities in the financial markets, smarter and effective risk management is credit, 
adherence to the regulatory frameworks in finance, accounts, and other operations, 
and so on. However, the full capability of machine learning and artificial intelligence 
still remains unexplored and unexploited. Leveraging such capabilities will be criti-
cal for organizations to achieve and maintain a long-term competitive edge.

While one of the major reasons for the slow adoption of AI/ML models and 
methods in financial applications is that the algorithms are not well known and 
there is an inevitable trust deficit in deploying them in critical and privacy-sensitive 
applications, the so-called “black-box” nature of such models and frameworks 
that analyzes their internal operations in producing outputs and their valida-
tions also impede faster acceptance and deployment of such models in real-world 
applications.

This introductory chapter highlights some of the challenges and barriers that 
organizations in the financial services sector at the present encounter in adopting 
machine learning and artificial intelligence-based models and applications in their 
day-to-day operations.

The rest of the chapter is organized as follows. Section 2 presents some emerg-
ing applications of machine learning in the financial domain. Section 3 highlights 
emerging computing paradigms in finance. Some important modeling paradigms 
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in the era of machine learning and artificial intelligence are discussed in Section 4. 
Section 5 discusses some new challenges and barriers currently faced by the finan-
cial modelers. Some emerging risks, new choices, and modern practices in financial 
modeling are presented in Section 6. Finally, Section 7 concludes the chapter.

2. Emerging application of machine learning in finance

With the increasing availability and declining cost for complex models executing 
on high-power computing devices exploiting the unlimited capacity of data stor-
age, the financial industry is geared up to exploit the benefits of machine learning 
to leverage a competitive business edge. While some of the use cases have already 
found their applications in the real world, others will need to overcome some 
existing business and operational challenges before they are deployed. Some of the 
applications are mentioned below.

Risk Modeling: One of the major applications of AI/ML models and algorithms 
is in the extensive domain of risk modeling and management [1]. While on one hand, 
the risk modeling credit and market is a critical application of machine learning, on 
the other hand, a non-finance application such as operational risk management, com-
pliance, and fraud management is also quite important. The majority of the classifica-
tion approaches and modeling techniques in machine learning such as binary logistic 
regression, multinomial logistic regression, linear and quadratic discriminant analy-
sis, and decision trees, etc., are the foundational building blocks of applied modeling 
in the real world. However, in data science applications, the availability of data and its 
richness play a pivotal role. Hence, in data-rich applications such as credit risk model-
ing and scoring, designing mortgage schemes, the AI/ML models have already made 
substantial inroads in comparison to scenarios such as low default credit portfolios for 
well-known parties that lack the availability of data. Fraud analytics remains another 
intensive area of AI/ML applications in the non-financial domain.

Portfolio Management: The portfolios are designed based on the recommenda-
tions of smart algorithms that optimize various parameters with return and risk 
being the two most important ones [2]. Using the information provided by the users 
such as their ages of retirement, amount of investment, etc., and other associate 
details such as their current ages, current assets at hand, the algorithm allocate 
the invested amount into diverse asset classes to optimize the return and the risk 
associated with the portfolio. Once an initial allocation is made, the algorithm 
continuously monitors the market environment and changes the allocation so that 
the portfolio remains at its optimized level always. These AI-enabled portfolio 
managers, known as the Robo-advisors are increasingly being used in real-world 
portfolio design due to their superior adaptability and optimization skill to their 
human counterparts.

Algorithmic Trading: Algorithmic trading exploits the use of algorithms to 
carry out stock trading in an autonomous manner with minimal human interven-
tion [3]. Invented in 1970, algorithmic trading deploys automated pre-programmed 
stock trading instructions that can be executed very fast and at a very short time 
interval (i.e., at a very high frequency) to optimize trading returns and objectives. 
Machine learning and artificial intelligence have pushed algorithmic trading into a 
new dimension where not only advanced trading strategies can be made very fast 
but also deep insights can be made into the stock price and overall market move-
ments. While most hedge funds and financial organizations do not make their 
trading strategies public, it is well known that machine learning, of late, is playing 
an increasingly important role in calibrating high-frequency, high-volume trading 
decisions in real-time for critical applications.
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Fraud detection and analysis: Fraud detection and analysis is one of the most 
critical machine learning applications in the finance industry [4]. There is an 
increased level of security and privacy risk associated with sensitive information 
both from the organization and personal front due to ubiquitous availability of 
connectivity, high computational power in devices, an increased amount of data 
stored and communicated online. These issues have changed the way online fraud 
analysis and detection are being made. While detection in earlier days used to 
depend on matching a large set of complex rules, the recent approaches are largely 
based on the execution of learning algorithms that adapts to new security threats 
making the detection process more robust while being agile.

Loan and Insurance Underwritings: Loans, credit, and insurance underwrit-
ing is also an area where the large-scale deployment of machine learning models 
can be made by financial institutions for achieving competitive advantage [5]. At 
large banks and insurance firms, the availability of historical data of consumers, 
financial lending/borrowing information, insurance outcomes, and default-related 
information in paying debts, can be leveraged in training robust machine learning 
models. The learned patterns and trends can be exploited by the learning algorithms 
for lending and underwriting risks in the future to minimize future defaults. The 
deployment of such models can lead to a paradigm shift in business efficiency 
and profit. However, at present, there is a limited utilization of such models in 
the industry as their deployments are largely confined within large financial 
institutions.

Financial Chatbots: Automation in the finance industry is also an outcome of 
the deployment of machine learning and artificial intelligence. Accessing the rel-
evant data, machine learning models can yield an insightful analysis of the underly-
ing patterns inside them that helps in making effective decisions in the future. In 
many cases, these models may provide recommended actions for the future so that 
the business decision can be made in the most efficient and optimum way. AI-based 
systems in financial applications also can minimize their errors learning fast from 
their past actions that also reduce wastages of precious resources including time. AI 
chatbots provide an effective way of interaction with the customers while automat-
ing many routine tasks in a financial institution [6].

Risk Management: Machine learning techniques are revolutionizing the way 
corporates handle the risks associated with their operations. Risk management 
examples are diverse and infinite ranging from deciding about the amount a bank 
should lend a customer or how to improve compliance to a process or the way risk 
associated with a model can be minimized [7].

Asset price prediction: Predicting future asset prices is one of the most chal-
lenging tasks that finance professionals have to do frequently. The price of an asset 
is affected by numerous factors driven by the market including speculative activi-
ties. In the classical approach, an asset price is determined by analyzing historical 
financial reports and past market performances. With rich data available, of late, 
machine learning-based models have started playing significant roles in predicting 
future asset prices in a robust and precise manner [8].

Derivative pricing: In the traditional approach, derivative pricing models are 
designed on numerous assumptions which do not hold good in the real world. These 
assumptions attempt to establish an empirical relationship among several predictor 
variables such as the strike price, maturity time, and option type, and the target vari-
able which is the price of the derivative. Machine learning models have gotten rid of 
the requirement of such assumptions as they attempt to fit in the best possible func-
tion between the predictors and the target by minimizing the error. Accuracy and the 
minimal time needed for the deployment of the models in real-world use cases make 
machine learning the most impactful paradigm in the task of derivative pricing [9].
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Money Laundering: As per a report published by the United Nations, it is 
estimated that 2–5% of the world’s aggregated GDP is accounted for the amount of 
money being laundered worldwide. Machine learning models can find applications 
in detecting money laundering activities with minimal false-positive cases [10].

3. Emerging paradigms in computing in finance

Several new capabilities and approaches and frameworks in machine learning, 
data science, and artificial intelligence have become available to the modelers and 
engineers for all disciplines including finance professionals and researchers. Some 
of them are as follows.

Virtual Agents: The machine learning paradigm will witness the increasing 
deployment of agents in various tasks. These agents have the capability of perform-
ing complex data mining tasks through a large set of policy rules, defined proce-
dures and regulations, and provide automated responses to queries.

Cognitive Robotics: The robots in the cognitive domain have the power of 
automating several tasks which are currently done by humans. This automation 
comes with an additional level of sophistication, speed, and precision in perform-
ing the tasks.

Text Analytics: The applications of sophisticated algorithms, frameworks, 
and models of natural language processing in analyzing voluminous and complex 
financial contracts and documents help processing and decision making faster and 
more accurately with minimal associated risks.

Video Analytics: Advancements in the fields of computer vision, image pro-
cessing, speech processing, and speech recognition together with the exponential 
growth in hardware capabilities have led to very promising progress in compliance, 
audit, model validation in various financial applications including automated 
generation and presentation of financial reports.

4. Emerging trends in modeling techniques

With the increasing proliferation of machine learning models in innovative 
applications in the financial industry, some computing and modeling paradigms 
will find more adoption. Some of them are as follows.

Sparsity-aware learning: Sparsity-aware learning has evolved as an alternative 
model regularization approach to address several problems that are usually encoun-
tered in machine learning [11]. Considerable effort has been spent in designing such 
frameworks in an iterative manner for solving estimation tasks of model parameters 
avoiding overfit.

Iteratively designing schemes such frameworks in solving estimation tasks of 
model parameters avoiding overfit.

Sparsity-aware learning systems are well-suited in financial modeling applications 
leading to extremely robust and accurate models for various applications in finance.

Reproducing Kernel Hilbert Spaces: Reproducing Kernel Hilbert Spaces 
(RKHS) is essentially a Hilbert space function that evaluates a continuous function 
in the linear space [12]. These functions find important applications in statistical 
learning as every functional representation in RKHS represents minimization of an 
empirical function embodying the associated risk, and the representation is made 
as a linear combination of the data points in the training set transformed by the 
kernel function. Accordingly, RKHS has a very high potential in risk modeling and 
evaluation in finance.
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Monte Carlo simulation: This method of modeling provides the modeler with 
a large range of possible outcomes and probabilities that they will occur for any 
choice of action that is taken. It is used in a diverse set of domains like finance, 
energy, project management, and monitoring, research and development, and 
insurance. It performs risk analysis by designing models of possible results by 
substituting a range of values – a probability distribution – for any factor that has 
inherent uncertainty. The ability in handling uncertainty makes this approach 
particularly popular in modern-day modeling in finance [13].

Graph theory: Multivariate financial data pose a very complex challenge in pro-
cessing and visualization in addition to being difficult in modeling. Graph theory 
provides the modeler with a very elegant, efficient, and easily interpretable method 
of handling multivariate financial data [14].

Particle filtering: It is a method of modeling nonlinear and non-Gaussian 
systems with a very high level of precision. Its ability to handle multi-modal data 
makes it one of the most effective and popular modeling techniques in many fields 
including finance [15]. Stated in simple words, particle filtering is a technique for 
identifying the distribution of a population that has a minimum variance by identi-
fying a set of random samples traversing through all the states to obtain a probabil-
ity density function that best fits into the original distribution and then substituting 
the integral operation on the function by the mean of the sample.

Parameter learning and convex paths: While optimization methods have been 
proved to be very effective in training large-scale deep neural networks involving 
millions of parameters, the regularization of these methods has become of para-
mount importance for proper training of such networks [16]. Accordingly, intensive 
work has been also carried out in estimating the biases associated with the optimum 
value of the objective function arrived at by the algorithms. The estimation of such 
biases provides the modeler with an idea about the degree of inaccuracy in the 
models for critical applications including financial modeling.

Deep learning and reinforcement learning: The application of machine 
learning in finance has largely been manifested in the form of models built on 
deep neural network architecture and smarter algorithms for the optimization 
and training of such networks. Reinforcement learning-based models have made 
the automation of such models a reality. A vast gamut of applications, such as algo 
trading, capital asset pricing, stock price prediction, portfolio management can 
be very effectively designed and executed using deep learning and reinforcement 
learning frameworks [17–26].

5. New challenges in financial modeling

Despite the numerous opportunities and advantages that machine learning and 
artificial intelligence-based applications are likely to provide to the financial sector, 
there will be some initial challenges and barriers too. This section highlights some 
of the challenges as follows.

Data challenges: While the availability of data in finance is quite plenty, the 
time series data in finance (e.g., stock prices) are quite small in size for data-hungry 
machine learning and deep learning models. Models built on limited time series 
data are naturally less trained and improperly designed. The result is a sub-optimal 
performance of the models. Another problem in finance is that financial data 
cannot be synthesized unlike images in the fields of computer vision and image 
processing. Since finance data cannot be synthesized, one has to wait for financial 
data to be produced in the real world before using them in model training and vali-
dation. The third challenge with financial data is the high level of noise associated 
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with high-frequency trading data. Since high-frequency data in finance are invari-
ably associated with a high level of noise, the machine learning models trained 
on such noisy data are intrinsically imprecise. Data evolution in finance poses the 
fourth challenge. Unlike data in most other fields, where the data features do not 
change with time, the features in financial data in harmony with financial markets 
evolve and change with time. This implies that financial variables will not carry the 
same meaning and significance over a long period, say one decade. The changes in 
the semantic meaning and significance of financial variables make it particularly 
difficult for the machine learning model to derive a consistent explanation and 
learning over a reasonably long period [27].

Black-box nature of the models: Machine learning and artificial intelligence-
based models are black-box in nature [28]. In these models, while the outputs from 
the model are available and most of the time, they are easily interpretable, the 
biggest shortcoming is their lack of power of explanation of the output. In many 
critical applications in finance, mere outputs are not sufficient, and strong logical 
support for explaining the output is mandatory to instill sufficient confidence in the 
minds of the decision-makers. In absence of such explainable characteristics of the 
machine learning models, it will always remain a difficult job for the modelers to 
advocate the suitability of such models in critical business use cases.

Validation challenges of the models: Due to their higher complexity and 
opaqueness in operation, the machine learning models pose some significant chal-
lenges to risk management and validation [29]. While the regulators demand the 
machine learning models to comply with the SR 11–7 and OCC 2011–2012 standards 
of risk management, the optimum execution of the models may not be possible if 
all those guidelines are to be strictly adhered to. Model risk is an event that occurs 
when a model is designed following its intended objective but it introduces errors 
while in execution yielding inaccurate results from the perspective of its design and 
business use case. Another manifestation of model risk can happen when a model is 
built and deployed inaccurately or with faults without proper knowledge about its 
limitations and shortcoming.

Challenges in model testing and outcome analysis: The performance of a model 
and its accuracy in testing are evaluated by outcome analysis [29]. Since the neural 
network model has a natural tendency to overfit or underfit the data based on the 
training, it is imperative on the part of the model evaluation team to address the 
bias-variance trade-offs in the training and validation process. Since the traditional 
k cross-validation procedure used in backtesting of predictive models does not work 
effectively for machine learning model validation, the machine learning model vali-
dators should take particular care in carrying out normalization and feature selection 
before model training and validation. Validation loss and accuracy should be strictly 
monitored and analyzed to ensure that no overfitting or underfitting is present in the 
model before it is sent to the production phase. Neural network models are also diffi-
cult to evaluate on their sensitivity analysis as these models lack explainability. Since 
establishing a functional relationship between the explanatory variables and the 
target variable in a neural network model is a difficult task unlike statistical models, 
sensitivity analysis between the inputs and the output may involve a computationally 
involved challenge while the results of the analysis may be quite complex.

Challenges with models designed by vendors: As per the requirements speci-
fied in SR 11–7 and OCC 2011–2012 standards, models supplied by vendors are 
required to adhere to the same rigor as internally developed models [29]. However, 
in many practical situations, due to proprietary restrictions testing of vendors 
supplied models becomes a challenge. For vendor-supplied models, banks and 
financial institutions will have to mostly rely on softer forms of validation. The 
softer form of validation may include periodic review of model performance and 
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conceptual soundness, stringent assessment of model customization, review of the 
development process, and applicability of the model in the portfolio of operations 
of the bank.

6. Emerging risks, new choices, and modern practices

In all domains including finance, the major cause that contributes to the risk in a 
machine learning model is the complexity associated with the model. The machine 
learning algorithms are intrinsically very complex as they work on voluminous and 
possibly unstructured data such as texts, images, and speech. As a consequence, 
training of such algorithms demands sophisticated computing infrastructure and a 
high level of knowledge and skill on the part of the modelers. However, countering 
such complexities with overly sophisticated models can be very counterproduc-
tive. Instead of adopting a complex approach, the banks and financial institutions 
should understand the risks associated with their business and operations and 
manage them with simple model-validation approaches. The issues that will domi-
nate the risk management landscape for machine learning models in the financial 
industry are – (i) interpretability of the models, (ii) model bias, (iii) extensive 
feature engineering, (iv) importance of model hyperparameters, (v) production 
readiness of models, (vi) dynamic calibration of models, and (vii) explainable 
artificial intelligence. These issues are briefly discussed below.

Model interpretability: Since all machine learning models are essentially black 
boxes, their interpretability requirements have to be determined by the banks and 
financial institutions based on the risk associated with their use cases [28]. While 
some use cases may demand a highly granular and transparent interpretation of the 
model’s working, the requirements for some use cases may not be so stringent. For 
example, in credit granting by banks to its customers, there may be a clear explana-
tion required to be given by a machine learning model in cases where such credits 
are refused by the banks. However, another use case that involves minimal risk to 
the bank’s operations such as recommendation of a product sent to the mobile app 
installed on a customer’s hand-held device may not demand any understanding of 
the reason why the model has made such recommendation.

The model validation process should make sure that models comply with their 
intended objectives and policies. Despite being black-box in nature, machine learn-
ing models come with various provisions for their interpretation. Depending on the 
type of the model, these approaches may be widely different as discussed below.

Models like linear regression which are not only linear but monotonic in their 
behavior, the coefficients associated with the explanatory variables exhibit their 
respective influence on the target variable in the model.

Ensemble models such as ada boosting or gradient boosting, are nonlinear but 
monotonic in their behavior. In these monotonic models, if the explanatory vari-
ables are restricted in their values, the restriction will cause either an increase or 
a decrease in the value of the target variable. This monotone nature of the models 
simplifies the contributions of the explanatory variables in the predicted values of 
the target variable by the model.

The complex deep neural network-based models which are not only nonlinear 
but also non-monotonic have methods like Shapley additive explanations (SHAP), 
and local interpretable model agnostic explanations (LIME) for their global and local 
interpretability.

Model bias: Machine learning models are susceptible to four different types of 
bias. These biases are, (i) sample bias, (ii) bias in measurement, (iii) bias due to 
algorithms, and (iv) bias towards or against a particular category of people [29]. For 
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example, the algorithm used in building a random forest model has a bias towards 
input features that have a more distinct set of values. For example, a model built 
on a random forest algorithm for assessing potential money laundering activities is 
likely to be biased towards the features with a higher number of levels in its catego-
ries (e.g., occupation), while features having a lower number of categorical levels 
(e.g., country) might be better suited to detect money laundering activities. To 
counter the issues about algorithmic bias, the validation processes must be equipped 
with the ability to select the most appropriate algorithm in a given context. Feature 
engineering and designing challenger models are some of the methods to counter 
algorithmic biases in models. The bias against or in favor of a particular group of 
people can be avoided by defining a fair set of policies by the banks and financial 
institutions. Models should be tested for fairness for various cases, and necessary 
corrections should be made in case aberrant outputs are produced by the models.

Extensive feature engineering: The task of feature engineering involves much 
more complications in machine learning and deep learning models than classical 
statistical models. The factors that contribute to the increased complexity in feature 
engineering in machine learning are as follows: The first and the most obvious 
reason is the large number of features involved in machine learning models. First, 
machine-learning models usually involve a very large number of input variables. 
The second reason is due to the increased use of unstructured data input in machine 
learning models. Unstructured data like text, images, and speech involve an enor-
mously large number of features after data preprocessing which add to the com-
plexity in modeling. The use of commercial-off-the-shelf frameworks in modeling 
such as AutoML has also led to an increased number of features as these frameworks 
automatically generate derived features from the raw data for providing a better fit 
of the models into the data in the training phase. While such an approach leads to 
better training, it is very likely to yield overfitted models in most practical use cases. 
The banks must have a robust feature engineering strategy in place for mitigating 
their operational and business risks. The feature strategy is likely to be different for 
a diverse set of applications. In the case of highly critical and risk-intensive applica-
tions like the evaluation of credit-worthiness of customers, every single feature in 
the model needs to be assessed very closely. On the other hand, for routine appli-
cations involving low risks, an overall review of the feature engineering process 
involving a robust data wrangling step may be sufficient.

Model hyperparameters: In machine learning models, the algorithms have 
parameters associated with them that are not parameters of the models. For example, 
the number of levels in the constituent decision trees of a random forest (also known 
as the depth of the trees), or the number of hidden layers in the architecture of a deep 
learning model must be decided before the models can be trained. Stated differently, 
the parameters are not determined from the training data of the models, and these 
are called hyperparameters of the models. The values of hyperparameters in machine 
learning models are most often determined by trial-and-error methods or brute force 
search methods like grid search. The absence of an exact and efficient way of finding 
the optimum values of the hyperparameters makes designing machine learning and 
deep learning models a particularly challenging task as a wrong choice of values of 
the hyperparameters can lead to imprecise models. Of late, banks and other financial 
institutions are depending more on sophisticated binary classification models built 
on support vector machines with the additional capability of text analytics for ana-
lyzing customer complaints. However, these models will be difficult to generalize for 
a multitude of applications as they will be sensitive to the kernel used in the training.

Production readiness of models: Unlike statistical models which are designed 
as an aggregation of rules of codes to be executed in a production system, machine 
learning models are built on algorithms requiring intensive computations most 
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of the time. However, in many situations, financial model developers ignore this 
important point and tend to build overly complex models only to find later that 
the production systems of the banks are unable to support such complexity. A very 
simple example could be a highly complex deep learning model built for detecting 
frauds in financial transactions that is unable to satisfy the latency constraint in its 
response. To ensure that the machine learning models are production-ready, the 
validation step should make a reliable estimation of the volume of data that the 
model will require to process on the production architecture [30].

Dynamic calibration of models: There is an adaptable class of machine learn-
ing models that can dynamically modify their parameters based on the patterns in 
the data [31]. An obvious example is a model built on the reinforcement learning 
approach. While the autonomous learning of such models is a great boon, there is 
also a new type of risk associated with such models. In absence of sufficient external 
control and with too much emphasis on learning from the short-term patterns on 
the data, the long-term performance of the models may be adversely affected. The 
consequence is an additional complexity in financial modeling – when to recalibrate 
the model dynamically? The dynamic recalibration time will also need to be adapted 
for different applications like algorithmic trading, creditworthiness determination, 
etc. A comprehensive validation process should now include a set of policies that 
will guide the modelers in evaluating dynamic recalibration so that the model can 
adhere to its intended objectives while appropriate controls are in place for ensuring 
that risks are mitigated when they emerge. This is surely not going to be an easy 
task as it will involve the complex job of thresholding, identifying the health of the 
models based on their critical metrics of performance on out-of-sample data.

Explainable artificial intelligence: In the explainable artificial intelligence par-
adigm, an AI program scans through the code of another AI program and attempts 
to explain the operating steps and the output yielded by the latter program. This 
approach can be exploited to adjust the values of the explanatory variables in a pre-
dictive model so that the desired value of the target variable (i.e., the output of the 
model) is obtained [32]. In this way, explainable AI provides a very easy and elegant 
way to record, analyze and interpret the learning method of a complex model and 
for repeating the same in the future. Although the computing paradigm is still in 
research labs, its adoption in a commercial environment especially in the financial 
industries is not far away.

7. Conclusion

In the days to come, the financial industry will show increasingly more reliance 
on machine learning and artificial intelligence-based emerging methods and mod-
els to leverage competitive advantages. While the regulatory and compliance will 
evolve into a more standardized framework, machine learning will continue to pro-
vide the banks and other financial institutions more opportunities to explore and 
exploit emerging applications, while being more efficient in delivering the existing 
services. While the emerging techniques discussed in the chapter will play their 
critical roles in mitigating future risks in models, they will also guide the authorities 
in designing effective regulations and compliance frameworks in risk-intensive 
applications like creditworthiness assessment, trade surveillance, and capital asset 
pricing. The model validation process will increasingly be adapted to mitigate 
machine learning risks, while considerable effort and time will be spent in fine-
tuning the model hypermeters in handling emerging applications. However, banks 
will have more opportunities to deploy the models in a large gamut of applications, 
gaining competitive business advantages and mitigating risks in operations.
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Chapter 2

Design and Analysis of Robust
Deep Learning Models for Stock
Price Prediction
Jaydip Sen and Sidra Mehtab

Abstract

Building predictive models for robust and accurate prediction of stock prices and
stock price movement is a challenging research problem to solve. The well-known
efficient market hypothesis believes in the impossibility of accurate prediction of
future stock prices in an efficient stock market as the stock prices are assumed to be
purely stochastic. However, numerous works proposed by researchers have dem-
onstrated that it is possible to predict future stock prices with a high level of
precision using sophisticated algorithms, model architectures, and the selection of
appropriate variables in the models. This chapter proposes a collection of predictive
regression models built on deep learning architecture for robust and precise predic-
tion of the future prices of a stock listed in the diversified sectors in the National
Stock Exchange (NSE) of India. The Metastock tool is used to download the histor-
ical stock prices over a period of two years (2013–2014) at 5 minutes intervals.
While the records for the first year are used to train the models, the testing is
carried out using the remaining records. The design approaches of all the models
and their performance results are presented in detail. The models are also compared
based on their execution time and accuracy of prediction.

Keywords: Stock Price Forecasting, Deep Learning, Univariate Analysis,
Multivariate Analysis, Time Series Regression, Root Mean Square Error (RMSE),
Long-and-Short-Term Memory (LSTM) Network, Convolutional Neural Network
(CNN)

1. Introduction

Building predictive models for robust and accurate prediction of stock prices and
stock price movement is a very challenging research problem. The well-known
efficient market hypothesis precludes any possibility of accurate prediction of
future stock prices since it assumes stock prices to be purely stochastic in nature.
Numerous works in the finance literature have shown that robust and precise
prediction of future stock prices is using sophisticated machine learning and deep
learning algorithms, model architectures, and selection of appropriate variables in
the models.

Technical analysis of stocks has been a very interesting area of work for the
researchers engaged in security and portfolio analysis. Numerous approaches to
technical analysis have been proposed in the literature. Most of the algorithms here
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work on searching and finding some pre-identified patterns and sequences in the
time series of stock prices. Prior detection of such patterns can be useful for the
investors in the stock market in formulating their investment strategies in the
market to maximize their profit. A rich set of such patterns has been identified in
the finance literature for studying the behavior of stock price time series.

In this chapter, we propose a collection of forecasting models for predicting the
prices of a critical stock of the automobile sector of India. The predictive framework
consists of four CNN regression models and six models of regression built on the
long-and-short-term memory (LSTM) architecture. Each model has a different archi-
tecture, different shapes of the input data, and different hyperparameter values.

The current work has the following three contributions. First, unlike the cur-
rently existing works in the literature, which mostly deal with time-series data of
daily or weekly stock prices, the models in this work are built and tested on stock
price data at a small interval of 5 minutes. Second, our propositions exploit the
power of deep learning, and hence, they achieve a very high degree of precision and
robustness in their performance. Among all models proposed in this work, the
lowest ratio of the root mean square error (RMSE) to the average of the target
variable is 0.006967. Finally, the speed of execution of the models is very fast. The
fastest model requires 174.78 seconds for the execution of one round on the target
hardware platform. It is worth mentioning here that the dataset used for training
has 19500 records, while models are tested on 20500 records.

The chapter is organized as follows. Section 2 briefly discusses some related
works in the literature. In Section 3, we discuss the method of data acquisition, the
methodology followed, and the design details of the ten predictive models proposed
by us. Section 4 exhibits the detailed experimental results and their analysis. A
comparative study of the performance of the models is also made. In Section 5, we
conclude the chapter and identify a few new directions of research.

2. Related work

The literature on systems and methods of stock price forecasting is quite rich.
Numerous proposals exist on the mechanisms, approaches, and frameworks for
predicting future stock prices and stock price movement patterns. At a broad level,
these propositions can be classified into four categories. The proposals of the first
category are based on different variants of univariate and multivariate regression
models. Some of the notable approaches under this category are - ordinary least
square (OLS) regression, multivariate adaptive regression spline (MARS), penalty-
based regression, polynomial regression, etc. [1–4]. These approaches are not, in gen-
eral, capable of handling the high degree of volatility in the stock price data. Hence,
quite often, these models do not yield an acceptable level of accuracy in prediction.
Autoregressive integrated moving average (ARIMA) and other approaches of econo-
metrics such as cointegration, vector autoregression (VAR), causality tests, and quantile
regression (QR), are some of the methods which fall under the second category of
propositions [5–16]. The methods of this category are superior to the simple
regression-based methods. However, if the stock price data are too volatile and
exhibit strong randomness, the econometric methods also are found to be inade-
quate, yielding inaccurate forecasting results. The learning-based approach is the
salient characteristic of the propositions of the third category. These proposals are
based on various algorithms and architectures of machine learning, deep learning,
and reinforcement learning [17–41]. Since the frameworks under this category use
complex predictive models working on sophisticated algorithms and architectures,
the prediction accuracies of these models are found to be quite accurate in real-
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world applications. The propositions of the fourth category are broadly based on
hybrid models built of machine learning and deep learning algorithms and archi-
tectures and also on the relevant inputs of sentiment and news items extracted from
the social web [42–47]. These models are found to yield the most accurate predic-
tion of future stock prices and stock price movement patterns. The information-
theoretic approach and the wavelet analysis have also been proposed in stock price
prediction [48, 49]. Several portfolio optimizationmethods have also been presented
in some works using forecasted stock returns and risks [50–55].

In the following, we briefly discuss the salient features of some of the works
under each category. We start with the regression-based proposals.

Enke et al. propose a multi-step approach to stock price prediction using a
multiple regression model [2]. The proposition is based on a differential-evolution-
based fuzzy clustering model and a fuzzy neural network. Ivanovski et al. present a
linear regression and correlation study on some important stock prices listed in the
Macedonian Stock Exchange [3]. The results of the work indicate a strong relation-
ship between the stock prices and the index values of the stock exchange. Sen and
Datta Chaudhuri analyze the trend and the seasonal characteristics of the capital
goods sector and the small-cap sector of India using a time series decomposition
approach and a linear regression model [4].

Among the econometric approaches, Du proposes an integrated model combin-
ing an ARIMA and a backpropagation neural network for predicting the future
index values of the Shanghai Stock Exchange [6]. Jarrett and Kyper present an
ARIMA-based model for predicting future stock prices [7]. The study conducted by
the authors reveals two significant findings: (i) higher accuracy is achieved by
models involving fewer parameters, and (ii) the daily return values exhibit a strong
autoregressive property. Sen and Datta Chaudhuri different sectors of the Indian
stock market using a time series decomposition approach and predict the future
stock prices using different types of ARIMA and regression models [9–14, 33].
Zhong and Enke present a gamut of econometric and statistical models, including
ARIMA, generalized autoregressive conditional heteroscedasticity (GARCH), smoothing
transition autoregressive (STAR), linear and quadratic discriminant analysis [16].

Machine learning and deep learning models have found widespread applications
in designing predictive frameworks for stock prices. Baek and Kim propose a
framework called ModAugNet, which is built on an LSTM deep learning model [17].
Chou and Nguyen preset a sliding window metaheuristic optimization method for
stock price prediction [19]. Gocken et al. propose a hybrid artificial neural network
using harmony search and genetic algorithms to analyze the relationship between
various technical indicators of stocks and the index of the Turkish stock market
[21]. Mehtab and Sen propose a gamut of models designed using machine learning
and deep learning algorithms and architectures for accurate prediction of future
stock prices and movement patterns [22–28, 34, 35]. The authors present several
models which are built on several variants of convolutional neural networks (CNNs)
and long-and-short-term memory networks (LSTMs) that yield a very high level of
prediction accuracy. Zhang et al. present a multi-layer perceptron for financial data
mining that is capable of recommending buy or sell strategies based on forecasted
prices of stocks [40].

The hybrid models use relevant information in the social web and exploit the
power of machine learning and deep learning architectures and algorithms for
making predictions with a high level of accuracy. Among some well-known hybrid
models, Bollen et al. present a scheme for computing the mood states of the public
from the Twitter feeds and use the mood states information as an input to a
nonlinear regression model built on a self-organizing fuzzy neural network [43]. The
model is found to have yielded a prediction accuracy of 86%. Mehtab and Sen

17

Design and Analysis of Robust Deep Learning Models for Stock Price Prediction
DOI: http://dx.doi.org/10.5772/intechopen.99982



propose an LSTM-based predictive model with a sentiment analysis module that
analyzes the public sentiment on Twitter and produces a highly accurate forecast of
future stock prices [45]. Chen et al. present a scheme that collects relevant news
articles from the web, converts the text corpus into a word feature set, and feeds the
feature set of words into an LSTM regression model to achieve a highly accurate
prediction of the future stock prices [44].

The most formidable challenge in designing a robust predictive model with a
high level of precision for stock price forecasting is handling the randomness and
the volatility exhibited by the time series. The current work utilizes the power of
deep learning models in feature extraction and learning while exploiting their
architectural diversity in achieving robustness and accuracy in stock price
prediction on very granular time series data.

3. Methodology

We propose a gamut of predictive models built on deep learning architectures.
We train, validate, and then test the models based on the historical stock price
records of a well-known stock listed in the NSE, viz. Century Textiles. The historical
prices of Century Textiles stock from 31st Dec 2012, a Monday to 9th Jan 2015, a
Friday, are collected at 5 minutes intervals using the Metastock tool [56]. We carry
out the training and validation of the models using the stock price data from 31st
Dec 2012 to 30th Dec 2013. The models are tested based on the records for the
remaining period, i.e., from 31st Dec 2013, to 9th Jan 2015. For maintaining unifor-
mity in the sequence, we organize the entire dataset as a sequence of daily records
arranged on a weekly basis from Monday to Friday. After the dataset is organized
suitably, we split the dataset into two parts – the training set and the test set. While
the training dataset consists of 19500 records, there are 20500 tuples in the test
data. Every record has five attributes – open, high, low, close, and volume. We have
not considered any adjusted attribute (i.e., adjusted close, adjusted volume, etc.) in
our analysis.

In this chapter, we present ten regression models for stock price forecasting
using a deep learning approach. For the univariate models, the objective is to
forecast the future values of the variable open based on its past values. On the other
hand, for the multivariate models, the job is to predict the future values of open
using the historical values of all the five attributes in the stock data. The models are
tested following an approach known as multi-step prediction using a walk-forward
validation [22]. In this method, we use the training data for constructing the models.
The models are then used for predicting the daily open values of the stock prices for
the coming week. As a week completes, we include the actual stock price records of
the week in the training dataset. With this extended training dataset, the open
values are forecasted with a forecast horizon of 5 days so that the forecast for the
days in the next week is available. This process continues till all the records in the
test dataset are processed.

The suitability of CNNs in building predictive models for predicting future stock
prices has been demonstrated in our previous work [22]. In the current work, we
present a gamut of deep learning models built on CNN and LSTM architectures and
illustrate their efficacy and effectiveness in solving the same problem.

CNNs perform two critical functions for extracting rich feature sets from input
data. These functions are: (1) convolution and (2) pooling or sub-sampling [57]. A rich
set of features is extracted by the convolution operation from the input, while the
sub-sampling summarizes the salient features in a given locality in the feature
space. The result of the final sub-sampling in a CNN is passed on to possibly
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multiple dense layers. The fully connected layers learn from the extracted features.
The fully connected layers provide the network with the power of prediction.

LSTM is an adapted form of a recurrent neural network (RNN) and can interpret
and then forecast sequential data like text and numerical time series data [57]. The
networks have the ability to memorize the information on their past states in some
designated cells in memory. These memory cells are called gates. The information on
the past states, which is stored in the memory cells, is aggregated suitably at the
forget gates by removing the irrelevant information. The input gates, on the other
hand, receive information available to the network at the current timestamp.
Using the information available at the input gates and the forget gates, the
computation of the predicted values of the target variable is done by the network.
The predicted value at each timestamp is made available through the output gate of
the network [57].

The deep learning-based models we present in this paper differ in their design,
structure, and dataflows. Our proposition includes four models based on the CNN
architecture and six models built on the LSTM network architecture. The proposed
models are as follows. The models have been named following a convention. The
first part of the model’s name indicates the model type (CNN or LSTM), the second
part of the name indicates the nature of the input data (univariate or multivariate).
Finally, the third part is an integer indicating the size of the input data to the model
(5 or 10). The ten models are as follows:

(i) CNN_UNIV_5 – a CNN model with an input of univariate open values of
stock price records of the last week, (ii) CNN_UNIV_10 – a CNN model with an
input of univariate open values of stock price records of the last couple of weeks,
(iii) CNN_MULTV_10 – a CNN model with an input of multivariate stock price
records consisting of five attributes of the last couple of weeks, where each variable
is passed through a separate channel in a CNN, (iv) CNN_MULTH_10 – a CNN
model with the last couple of weeks’ multivariate input data where each variable is
used in a dedicated CNN and then combined in a multi-headed CNN architecture,
(v) LSTM_UNIV_5 – an LSTM with univariate open values of the last week as the
input, (vi) LSTM_UNIV_10 – an LSTM model with the last couple of weeks’ uni-
variate open values as the input, (vii) LSTM_UNIV_ED_10 – an LSTM having an
encoding and decoding ability with univariate open values of the last couple of
weeks as the input, (viii) LSTM_MULTV_ED_10 – an LSTM based on encoding and
decoding of the multivariate stock price data of five attributes of the last couple of
weeks as the input, (ix) LSTM_UNIV_CNN_10 – a model with an encoding CNN
and a decoding LSTM with univariate open values of the last couple of weeks as the
input, and (x) LSTM_UNIV_CONV_10 – a model having a convolutional block for
encoding and an LSTM block for decoding and with univariate open values of the
last couple of weeks as the input.

We present a brief discussion on the model design. All the hyperparameters (i.e.,
the number of nodes in a layer, the size of a convolutional, LSTM or pooling layer,
etc.) used in all the models are optimized using grid-search. However, we have not
discussed the parameter optimization issues in this work.

3.1 The CNN_UNIV_5 model

This CNN model is based on a univariate input of open values of the last week’s
stock price records. The model forecasts the following five values in the sequence as
the predicted daily open index for the coming week. The model input has a shape
(5, 1) as the five values of the last week’s daily open index are used as the input.
Since the input data for the model is too small, a solitary convolutional block and a
subsequent max-pooling block are deployed. The convolutional block has a feature
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space dimension of 16 and the filter (i.e., the kernel) size of 3. The convolutional
block enables the model to read each input three times, and for each reading, it
extracts 16 features from the input. Hence, the output data shape of the
convolutional block is (3,16). The max-pooling layer reduces the dimension of the
data by a factor of 1/2. Thus, the max-pooling operation transforms the data shape
to (1, 16). The result of the max-pooling layer is transformed into an array structure
of one-dimension by a flattening operation. This one-dimensional vector is then
passed through a dense layer block and fed into the final output layer of the model.
The output layer yields the five forecasted open values in sequence for the coming
week. A batch size of 4 and an epoch number of 20 are used for training the model.
The rectified linear unit (ReLU) activation function and the Adam optimizer for the
gradient descent algorithm are used in all layers except the final output layer. In the
output layer of the model, the sigmoid is used as the activation function. The use of
the activation function and the optimizer is the same for all the models. The
schematic architecture of the model is depicted in Figure 1.

We compute the number of trainable parameters in the CNN_UNIV_5 model. As
the role of the input layer is to provide the input data to the network, there is no
learning involved in the input layer. There is no learning in the pooling layers as all
these layers do is calculate the local aggregate features. The flatten layers do not
involve any learning as well. Hence, in a CNN model, the trainable parameters are
involved only in the convolutional layers and the dense layers. The number of
trainable parameters (n1) in a one-dimensional convolutional layer is given by (1),
where k is the kernel size, and d and f are the sizes of the feature space in the
previous layer and the current layer, respectively. Since each element in the feature
space has a bias, the term 1 is added in (1)

n1 ¼ k ∗ dþ 1ð Þ ∗ f (1)

The number of parameters (n2) in a dense layer of a CNN is given by (2), in
which pcurrent and pprevious refer to the node count in the current layer and the

Figure 1.
The schematic architecture of the model CNN_UNIV_5.
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previous layer, respectively. The second term on the right-hand side of (2) refers to
the bias terms for the nodes in the current layer.

n2 ¼ pcurr ∗ pprev
� �

þ 1 ∗ pcurr (2)

The computation of the number of parameters in the CNN_UNIV_5 model is
presented in Table 1. It is observed that the model involves 289 trainable parame-
ters. The number of parameters in the convolutional layer is 64, while the two dense
layers involve 170 and 55 parameters, respectively.

3.2 The CNN_UNIV_10 model

This model is based on a univariate input of the open values of the last couple of
weeks’stock price data. The model computes the five forecasted daily open values in
sequence for the coming week. The structure and the data flow for this model are
identical to the CNN_UNIV_5 model. However, the input of the model has a shape
of (10, 1). We use 70 epochs and 16 batch-size for training the model. Figure 2
shows the architecture of the model CNN_UNIV_10. The computation of the num-
ber of parameters in the model CNN_UNIV_10 is exhibited in Table 2.

Layer k d f pprev pcurr n1 n2 #params

Conv1D (conv1d) 3 1 16 64 64

Dense (dense) 16 10 170 170

Dense (dense_1) 10 5 55 55

Total #parameters 289

Table 1.
Computation of the number of params in the model CNN_UNIV_5.

Figure 2.
The architecture of the model CNN_UNIV_10.
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It is evident from Table 2 that the CNN_UNIV_10 involves 769 trainable
parameters. The parameter counts for the convolutional layer, and the two dense
layers are 64, 650, and 55 respectively.

3.3 The CNN_MULTV_10 model

This CNN model is built on the input of the last two weeks’ multivariate stock
price records data. The five variables of the stock price time series are used in a
CNN in five separate channels. The model uses a couple of convolutional layers,
each of size (32, 3). The parameter values of the convolutional blocks indicate that
32 features are extracted from the input data by each convolutional layer using a
feature map size of 32 and a filter size of 3. The input to the model has a shape of
(10, 5), indicating ten records, each record having five features of the stock price
data. After the first convolutional operation, the shape of the data is transformed to
(8, 32). The value 32 corresponds to the number of features extracted, while the
value 8 is obtained by the formula: f = (k - n) +1, where, k = 10, n = 3, hence, f = 8.
Similarly, the output data shape of the second convolutional layer is (6, 32). A max-
pooling layer reduces the feature space size by a factor of 1/2 producing an output
data shape of (3, 32). The max-pooling block’s output is then passed on to a third
convolutional layer with a feature map of 16 and a kernel size of 3. The data shape of
the output from the third convolutional layer becomes (1, 16) following the same
computation rule. Finally, another max-pooling block receives the results of the
final convolutional layer. This block does not reduce the feature space since the
input data shape to it already (1, 16). Hence, and the output of the final max-
pooling layer remains unchanged to (1,16). A flatten operation follows that converts
the 16 arrays containing one value to a single array containing 16 values. The output
of the flatten operation is passed on to a fully connected block having 100 nodes.
Finally, the output block with five nodes computes the predicted daily open index
of the coming week. The epochs size and the batch size used in training the model
are 70 and 16, respectively. Figure 3 depicts the CNN_MULTV_10 model. Table 3
shows the computation of the number of trainable parameters involved in the
model.

From Table 3, it is observed that the total number of trainable parameters in the
model CNN_MULTV_10 is 7373. The three convolutional layers conv1d_4, conv1d_5,
and conv1d_6 involve 512, 3014, and 1552 parameters, respectively. It is to be noted
that the value of k for the first convolutional layer, conv1d_4, is multiplied by a
factor of five since there are five attributes in the input data for this layer. The two
dense layers, dense_3 and dense_4 include 1700 and 505 parameters, respectively.

3.4 The CNN_MULTH_10 model

This CNNmodel uses a dedicated CNN block for each of the five input attributes
in the stock price data. In other words, for each input variable, a separate CNN is

Layer k d f pprev pcurr n1 n2 #params

Conv1D (conv1d) 3 1 16 64 64

Dense (dense) 64 10 650 650

Dense (dense_1) 10 5 55 55

Total #parameters 769

Table 2.
The number of parameters in the model CNN_UNIV_10 model.
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used for feature extrication. We call this a multivariate and multi-headed CNN
model. For each sub-CNN model, a couple of convolutional layers were used. The
convolutional layers have a feature space dimension of 32 and a filter size (i.e.,
kernel size) of 3. The convolutional layers are followed by a max-pooling layer. The
size of the feature space is reduced by a factor of 1/2 by the max-pooling layer.
Following the computation rule discussed under the CNN_MULTV_10 model, the
data shape of the output from the max-pooling layer for each sub-CNN model is (3,
32). A flatten operation follows converting the data into a single-dimensional array
of size 96 for each input variable. A concatenation operation follows that concate-
nates the five arrays, each containing 96 values, into a single one-dimensional array
of size 96*5 = 480. The output of the concatenation operation is passed successively
through two dense layers containing 200 nodes and 100 nodes, respectively. In the

Figure 3.
The schematic architecture of the model CNN_MULTV_10.

Layer k d f pprev pcurr n1 n2 #params

Conv1D (conv1d_4) 3*5 1 32 512 512

Conv1D (conv1d_5) 3 32 32 3104 3014

Conv1D (conv1d_6) 3 32 16 1552 1552

Dense (dense_3) 16 100 1700 1700

Dense (dense_4) 100 5 505 505

Total #parameters 7373

Table 3.
The number of parameters in the model CNN_MULTV_10.
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end, the output layer having five nodes yields the forecasted five values as the daily
open stock prices for the coming week. The epoch number and the batch size used in
training the model are 70 and 16, respectively. Figure 4 shows the structure and
data flow of the CNN_MULTH_10 model.

Table 4 presents the necessary calculations for finding the number of parame-
ters in the CNN_MULTH_10 model. Each of the five convolutions layers, conv1d_1,
conv1d_3, conv1d_5, conv1d_7, and convid_9, involves 128 parameters. For each of
these layers, k = 3, d = 1 and f = 3, and hence the number of trainable parameters is:
(3 * 1 + 1) * 32 = 128. Hence, for the five convolutional layers, the total number of
parameters is 128 * 5 = 640. Next, for each of the five convolutional layers,
conv1d_2, conv1d_4, conv1d_6, conv1d_8, and con1d_10, involves 3104. Each layer
of this group has k = 3, d = 32, and f = 32. Hence the number of trainable parameters
for each layer is: (3*32 + 1) * 32 = 3104. Therefore, for the five convolutional layers,
the total number of parameters is 3104 * 5 = 15, 520. The dense layers, dense_1,
dense_2, and dense_3 involve 96200, 20100, and 505 parameters using (2). Hence,
the model includes 132,965 parameters.

3.5 The LSTM_UNIV_5 model

This model is based on an input of the univariate information of the open values
of the last week’s stock price records. The model predicts the future five values in

Figure 4.
The schematic architecture of the model CNN_MULTH_10.

Layer k d f pprev pcurr n1 n2 #params

Conv1D (conv1d_1, conv1d_3, conv1d_5, conv1d_7,
conv1d_9)

3 1 32 640
640

Conv1D (conv1d_2, convid_4, conv1d_6, conv1d_8,
conv1d_10)

3 32 32 15520 15520

Dense (dense_1) 480 200 96200 96200

Dense (dense_2) 200 100 20100 20100

Dense (dense_3) 100 5 505 505

Total #parameters 132965

Table 4.
The number of parameters in the model CNN_MULTH_10 model.
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sequence as the daily open index for the coming week. The input has a shape of
(5, 1) that indicates that the previous week’s daily open index values are passed as
the input. An LSTM block having 200 nodes receives that data from the input layer.
The number of nodes at the LSTM layer is determined using the grid-search. The
results of the LSTM block are passed on to a fully connected layer (also known as a
dense layer) of 100 nodes. Finally, the output layer containing five nodes receives
the output of the dense layer and produces the following five future values of open
for the coming week. In training the model, 20 epochs and 16 batch-size are used.
Figure 5 presents the structure and data flow of the model.

As we did in the case of the CNN models, we now compute the number of
parameters involved in the LSTM model. The input layers do not have any param-
eters, as the role of these layers is to just receive and forward the data. There are
four gates in an LSTM network that have the same number of parameters. These
four gates are known as (i) forget gate, (ii) input gate, (iii) input modulation gate, and
the output gate. The number of parameters (n1) in each of the gates in an LSTM
network is computed using (3), where x denotes the number of LSTM units, and y is
the input dimension (i.e., the number of features in the input data)

n1 ¼ xþ yð Þ ∗ xþ x (3)

Hence, the total number of parameters in an LSTM layer will be given by 4 * n1.
The number of parameters (n2) in a dense layer of an LSTM network is computed
using (4), where pprev and pcurr are the number of nodes in the previous layer and
the current layer, respectively. The bias parameter of each node in the current layer
is represented by the last term on the right-hand side of (4).

n2 ¼ pprev ∗ pcurr þ pcurr
� �

(4)

The computation of the number of parameters associated with the model
LSTM_UNIV_5 is depicted in Table 5. In Table 5, the number of parameters in the
LSTM layer is computed as follows: 4*[(200 + 1) * 200 + 200] = 161,600. The
number of parameters in the dense layer, dens_4 is computed as: (200 *
100 + 100) = 20,100. Similarly, the parameters in the dense layers, dense_5 and

Figure 5.
The schematic architecture of the model LSTM_UNIV_5.
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dense_6, are computed. The total number of parameters in the LSTM_UNIV_5
model is found to be 182, 235.

3.6 The LSTM_UNIV_10 model

LSTM_UNIV_10 model: This univariate model uses the last couple of weeks’
open index input and yields the daily forecasted open values for the coming week.
The same values of the parameters and hyperparameters of the model
LSTM_UNIV_5 are used here. Only, the input data shape is different. The input data
shape of this model is (10, 1). Figure 6 presents the architecture of this model.

Table 6 presents the computation of the number of parameters involved in the
modelLSTM_UNIV_10. Since the number of parameters in the LSTM layers
depends only on the number of features in the input data and the node-count in the
LSTM layer, and not on the number of input records in one epoch, the model
LSTM_UNIV_10 has an identical number of parameters in the LSTM layer as that of
the model LSTM_UNIV_5. Since both the models have the same number of dense
layers and have the same architecture for those layers, the total number of param-
eters for both the models are the same.

3.7 The LSTM_UNIV_ED_10 model

This LSTM model has an encoding and decoding capability and is based on the
input of the open values of the stock price records of the last couple of weeks. The

Layer x y pprev pcurr n1 n2 #params

LSTM (lstm_2) 200 1 40,400 161600

Dense (dense_4) 200 100 20100 20100

Dense (dense_5) 100 5 505 505

Desne (dense_6) 5 5 30 30

Total #parameters 182235

Table 5.
The number of parameters in the model LSTM_UNIV_5 model.

Figure 6.
The schematic architecture of the model LSTM_UNIV_10.
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model consists of two LSTM blocks. One LSTM block performs the encoding oper-
ation, while the other does the decoding. The encoder LSTM block consists of 200
nodes (determined using the grid-search procedure). The input data shape to the
encoder LSTM is (10, 1). The encoding layer yields a one-dimensional vector of size
200 – each value corresponding to the feature extracted by a node in the LSTM layer
from the ten input values received from the input layer. Corresponding to each
timestamp of the output sequence (there are five timestamps for the output
sequence for the five forecasted open values), the input data features are extracted
once. Hence, the data shape from the repeat vector layer’s output is (5, 200). It
signifies that in total 200 features are extracted from the input for each of the five
timestamps corresponding to the model’s output (i.e., forecasted) sequence. The
second LSTM block decodes the encoded features using 200 nodes.

The decoded result is passed on to a dense layer. The dense layer learns from the
decoded values and predicts the future five values of the target variable (i.e., open)
for the coming week through five nodes in the output layer. However, the fore-
casted values are not produced in a single timestamp. The forecasted values for the
five days are made in five rounds. The round-wise forecasting is done using a
TimeDistributedWrapper function that synchronizes the decoder LSTM block, the
fully connected block, and the output layer in every round. The number of epochs
and the batch sizes used in training the model are 70 and 16, respectively. Figure 7
presents the structure and the data flow of the LSTM_UNIV_ED_10 model.

The computation of the number of parameters in the LSTM_UNIV_ED_10
model is shown in Table 7. The input layer and the repeat vector layer do not
involve any learning, and hence these layers have no parameters. On the other
hand, the two LSTM layers, lstm_3 and lstm_4, and the two dense layers,

Layer x y pprev pcurr n1 n2 #params

LSTM (lstm_2) 200 1 40,400 161600

Dense (dense_4) 200 100 20,100 20100

Dense (dense_5) 100 5 505 505

Desne (dense_6) 5 5 30 30

Total #parameters 182235

Table 6.
The number of parameters in the model LSTM_UNIV_10.

Figure 7.
The schematic architecture of the model LSTM_UNIV_ED_10.
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time_distributed_3, and time_distributed_4 involve learning. The number of param-
eters in the lstm_3 layer is computed as: 4 * [(200 + 1) * 200 + 200] = 161, 600. The
computation of the number of parameters in the lstm_4 layer is as follows: 4 *
[(200 + 200) * 200 + 200] = 320, 800. The computations of the dense layers’
parameters are identical to those in the models discussed earlier. The total number
of parameters in this model turns out to be 5,02,601.

3.8 The LSTM_MULTV_ED_10 model

This model is a multivariate version of LSTM_UNIV_ED_10. It uses the last
couple of weeks’ stock price records and includes all the five attributes, i.e., open,
high, low, close, and volume. Hence, the input data shape for the model is (10, 5). We
use a batch size of 16 while training the model over 20 epochs. Figure 8 depicts the
architecture of the multivariate encoder-decoder LSTM model.

Table 8 shows the number of parameters in the LSTM_MULTV_ED_10 model.
The computation of the parameters for this model is exactly similar to that for the
model LSTM_UNIV_ED_50 expect for the first LSTM layer. The number of param-
eters in the first LSTM (i.e., the encoder) layer for this model will be different since
the number of parameters is dependent on the count of the features in the input
data. The computation of the parameter counts in the encoder LSTM layer, lstm_1,
of the model is done as follows: 4 * [(200 + 5) * 200 + 200] = 164800. The total
number of parameters for the model is found to be 505801.

Layer x y pprev pcurr n1 n2 #params

LSTM (lstm_3) 200 1 40,400 161600

LSTM (lstm_4) 200 200 80, 200 320800

Dense (time_dist_dense_3) 200 100 20,100 20100

Dense (time_dist_dense_4) 100 1 101 101

Total #parameters 502601

Table 7.
The number of parameters in the model LSTM_UNIV_ED_10.

Figure 8.
The schematic architecture of the model LSTM_MULTV_ED_10.
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3.9 The LSTM_UNIV_CNN_10 model

This model is a modified version of the LSTM_UNIV_ED_N_10 model. A dedi-
cated CNN block carries out the encoding operation. CNNs are poor in their ability
to learn from sequential data. However, we exploit the power of a one-dimensional
CNN in extracting important features from time-series data. After the feature
extraction is done, the extracted features are provided as the input into an LSTM
block. The LSTM block decodes the features and makes robust forecasting of the
future values in the sequence. The CNN block consists of a couple of convolutional
layers, each of which has a feature map size of 64 and a kernel size of 3. The input
data shape is (10, 1) as the model uses univariate data of the target variable of the
past couple of weeks. The output shape of the initial convolutional layer is (8, 64).
The value of 8 is arrived at using the computation: (10–3 + 1), while 64 refers to the
feature space dimension.

Similarly, the shape of the output of the next convolutional block is (6, 64). A
max-pooling block follows, which contracts the feature-space dimension by 1/2.
Hence, the output data shape of the max-pooling layer is (3, 64). The max-pooling
layer’s output is flattened into an array of single-dimension and size 3*64 = 192. The
flattened vector is fed into the decoder LSTM block consisting of 200 nodes. The
decoder architecture remains identical to the decoder block of the
LSTM_UNIV_ED_10 model. We train the model over 20 epochs, with each epoch
using 16 records. The structure and the data flow of the model are shown in
Figure 9.

Table 9 presents the computation of the number of parameters in the model
LSTM_UNIV_CNN_10. The input layer, the max-pooling layer, the flatten opera-
tion, and the repeat vector layer do not involve any learning, and hence they have
no parameters. The number of parameters in the first convolutional layer is com-
puted as follows: (3 + 1) * 64 = 256. For the second convolutional layer, the number
of parameters is computed as: (3 * 64 + 1) * 64 = 12352. The number of parameters
for the LSTM layer is computed as follows: 4 * [(200 + 192) * 200 + 200] = 314400.
In the case of the first dense layer, the number of parameters is computed as
follows: (200 * 100 + 100) = 20100. Finally, the number of parameters in the second
dense layer is computed as (100 * 1 + 1) = 101. The total number of parameters in
the model is found out to be 347209.

3.10 The LSTM_UNIV_CONV_10 model

This model is a modification of the LSTM_UNIV_CNN_10 model. The encoder
CNN’s convolution operations and the decoding operations of the LSTM sub-
module are integrated for every round of the sequence in the output. This encoder-
decoder model is also known as the Convolutional-LSTM model [58]. This

Layer x y pprev pcurr n1 n2 #params

LSTM (lstm_1) 200 5 41200 164800

LSTM (lstm_2) 200 200 80, 200 320800

Dense (time_dist_dense_1) 200 100 20,100 20100

Dense (time_dist_dense_2) 100 1 101 101

Total #parameters 505801

Table 8.
The number of parameters in the model LSTM_MULTV_ED_10.
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integrated model reads sequential input data, performs convolution operations on
the data without any explicit CNN block, and decodes the extracted features using a
dedicated LSTM block. The Keras framework contains a class, ConvLSTM2d, which
is capable of performing two-dimensional convolution operations [58]. The two-
dimensional ConvLSTM class is tweaked to enable it to process univariate data of
one dimension. The architecture of the model LSTM_UNIV_CONV_10 is
represented in Figure 10.

The computation of the number of parameters for the LSTM_UNIV_CONV_10
model is shown in Table 10. While the input layer, the flatten operation, and the
repeat vector layer do not involve any learning, the other layers include trainable
parameters. The number of parameters in the convolutional LSTM layer (i.e.,
conv_1st_m2d) is computed as follows: 4*x*[k (1+ x) + 1] = 4*64[3
(1 + 64) + 1] = 50176. The number of parameters in the LSTM layer is computed as
follows: 4*[(200 + 192)*200 + 100] = 314400. The number of parameters in the first
time distributed dense layer is computed as (200*100 + 100) = 20100. The computa-
tion for the final dense layer is as follows: (100*1 + 1) = 101. The total number of
parameters involved in the model, LSTM_UNIV_CONV_10 is 38,4777.

Figure 9.
The schematic architecture of the model LSTM_UNIV_CNN_10.

Layer k d f x y pprev pcurr n1 n2 #param

Conv1D (conv1d_4) 3 1 64 256 256

Conv1D (conv1d_5) 3 64 64 12352 12352

LSTM (lstm_2) 200 192 78600 314400

Dense (time_dist_4) 200 100 20,100 20100

Dense (time_dist_5) 100 1 101 101

Total #parameters 347209

Table 9.
The number of parameters in the model LSTM_UNIV_CNN_10.
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4. Performance results

We present the results on the performance of the ten deep learning models on
the dataset we prepared. We also compare the performances of the models. For
designing a robust evaluation framework, we execute every model over ten rounds.
The average performance of the ten rounds is considered as the overall performance
of the model. We use four metrics for evaluation: (i) average RMSE, (ii) the RMSE
for different days (i.e., Monday to Friday) of a week, (iii) the time needed for
execution of one round, and (iv) the ratio of the RMSE to the response variable’s
(i.e., open value’s) mean value. The models are trained on 19500 historical stock
records and then tested on 20250 records. The mean value of the response variable,
open, of the test dataset is 475.70. All experiments are carried on a system with an
Intel i7 CPU with a clock frequency in the range 2.60 GHz – 2.56 GHz and 16GB
RAM. The time needed to complete one round of execution of each model is
recorded in seconds. The models are built using the Python programming language
version 3.7.4 and the frameworks TensorFlow 2.3.0 and Keras 2.4.5.

Table 11 shows the results of the performance of the CNN_UNIV_5 model. The
model takes, on average, 174.78 seconds to finish its one cycle of execution. For this
model, the ratio of RMSE to the mean open values is 0.007288. The ratio of the
RMSE to the average of the actual open values for day1 through day5 are 0.0062,
0.0066, 0.0073, 0.0078, and 0.0083, respectively. Here, day1 refers to Monday,
and day5 is Friday. In all subsequent Tables, we will use the same notations. The

Figure 10.
The schematic architecture of the model LSTM_UNIV_CONV_10.

Layer k d f x y pprev pcurr n1 n2 #param

ConvLSTM2D(conv_1st_m2d) 3 1 64 64 1 12544 50176

LSTM (lstm) 200 192 78600 314400

Dense (time_dist) 200 100 20,100 20100

Dense (time_dist_1) 100 1 101 101

Total #parameters 384777

Table 10.
Computation of the no. of params in the model LSTM_UNIV_CONV_10.

31

Design and Analysis of Robust Deep Learning Models for Stock Price Prediction
DOI: http://dx.doi.org/10.5772/intechopen.99982



RMSE values of the model CNN_UNIV_N_5 plotted on different days in a week are
depicted in Figure 11 as per record no 2 in Table 11.

Table 12 depicts the performance results of the model CNN_UNIV_10. The
model needs 185.01 seconds on average for one round. The ratio of the RMSE to the
average of the open values for the model is 0.006967. The ratios of the RMSE to the
average open values for day1 through day5 for the model are 0.0056, 0.0067,
0.0070, 0.0075, and 0.0080, respectively. Figure 12 presents the RMSE values for
the results of round 7 in Table 12.

Table 13 depicts the performance results of the model CNN_MULTV_10. One
round of execution of the model requires 202.78 seconds. The model yields a value
of 0.009420 for the ratio of the RMSE to the average of the open values. The ratios
of the RMSE values to the mean of the open values for day1 through day5 of a week
are 0.0085, 0.0089, 0.0095, 0.0100, and 0.0101, respectively. The RMSE values of
the model CNN_MULTV_N_10 plotted on different days in a week are depicted in
Figure 13 based on record number 6 of Table 13.

Table 14 depicts the results of the model CNN_MULTH_10. The model needs,
on average, 215.07 seconds to execute its one round. The ratio of the RMSE to the
average of the open values is 0.008100. The ratios of the RMSE to the average open

No. Agg RMSE Day1 Day2 Day3 Day4 Day5 Time (sec)

1 4.058 4.00 3.40 3.90 4.40 4.50 173.95

2 3.782 3.10 3.30 3.80 4.10 4.40 176.92

3 3.378 2.80 3.00 3.40 3.60 3.90 172.21

4 3.296 2.60 3.00 3.30 3.60 3.90 173.11

5 3.227 2.60 3.00 3.30 3.50 3.70 174.72

6 3.253 2.60 3.00 3.30 3.50 3.70 183.77

7 3.801 3.60 3.60 3.80 3.80 4.10 172.29

8 3.225 2.60 2.90 3.30 3.50 3.70 171.92

9 3.306 2.80 3.00 3.30 3.50 3.70 174.92

10 3.344 2.70 3.10 3.40 3.60 3.80 174.01

Mean 3.467 2.94 3.13 3.48 3.71 3.94 174.78

RMSE/Mean 0.007288 0.0062 0.0066 0.0073 0.0078 0.0083

Table 11.
The RMSE and the execution time of the CNN_UNIV_5 model.

Figure 11.
RMSE vs. day plot of CNN_UNIV_5 (depicted by tuple#2 in Table 11).

32

Machine Learning - Algorithms, Models and Applications



value for day1 to day5 are 0.0076, 0.0075, 0.0082, 0.0084, and 0.0088, respec-
tively. The pattern of variations exhibited by the model daily RMSE is shown in
Figure 14 as per record no 4 in Table 14.

The results of the LSTM_UNIV_5 model are depicted in Table 15. The average
time needed to complete one round of the model is 371.62 seconds. The ratio of the
RMSE and the average value of the target variable is 0.007770. The RMSE values for
day1 to day5 are 0.0067, 0.0071, 0.0074, 0.0081, and 0.0086, respectively. The
pattern of variation of the daily RMSE is as per record no 9 in Table 15 is depicted in
Figure 15.

Table 16 exhibits the results of the model LSTM_UNIV_10. The model yields a
value of 0.007380 for the ratio of its RMSE to the average open values, while one
round of its execution needs 554.47 seconds. The RMSE values for day1 to day5 are
0.0061, 0.0070, 0.0074, 0079, and 0.0083 respectively. The RMSE pattern of the
model as per record no 10 in Table 16 is exhibited in Figure 16.

Table 17 shows that the model LSTM_UNIV_ED_10 needs, on average,
307.27 seconds to execute its one round. The average value of the ratio of the RMSE
to the average value of the target variable (i.e., the open values) for the model is
0.008350. The daily ratio values for day1 to day 5 of the model are, 0.0067, 0.0078,

No. Agg RMSE Day1 Day2 Day3 Day4 Day5 Time (sec)

1 3.165 2.50 3.20 3.10 3.50 3.50 177.86

2 3.813 3.30 3.90 3.30 3.60 4.80 202.25

3 3.230 2.60 2.90 3.30 3.50 3.80 183.45

4 3.209 2.50 3.10 3.40 3.40 3.60 188.35

5 3.176 2.80 3.00 3.10 3.40 3.60 180.30

6 3.233 2.60 3.00 3.30 3.50 3.70 181.20

7 3.312 2.70 3.20 3.20 3.50 3.80 188.81

8 3.082 2.20 2.80 3.30 3.30 3.50 180.89

9 3.772 2.80 3.70 3.90 4.30 4.10 186.23

10 3.150 2.40 2.90 3.20 3.50 3.60 180.78

Mean 3.3142 2.64 3.17 3.31 3.55 3.80 185.01

RMSE/Mean 0.006967 0.0056 0.0067 0.0070 0.0075 0.0080

Table 12.
The RMSE and the execution time of the CNN_UNIV_10 model.

Figure 12.
RMSE vs. day plot of CNN_UNIV_10 (depicted by tuple#7 in Table 12).
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No. Agg RMSE Day1 Day2 Day3 Day4 Day5 Time (sec)

1 4.525 4.00 4.30 4.50 4.70 5.00 206.92

2 3.606 3.10 3.30 3.70 3.80 4.00 202.61

3 4.830 4.60 4.70 4.70 5.10 5.00 202.87

4 4.938 4.40 4.80 4.70 5.30 5.40 201.49

5 4.193 3.50 4.00 4.10 4.60 4.60 214.66

6 5.101 4.70 4.90 5.20 5.30 5.30 190.73

7 4.751 4.40 4.50 4.80 5.00 5.00 201.73

8 3.927 3.20 3.70 4.00 4.30 4.40 200.04

9 4.267 3.90 3.80 4.50 4.60 4.40 199.09

10 4.661 4.40 4.50 4.60 4.90 4.90 207.62

Mean 4.4799 4.02 4.25 4.53 4.76 4.80 202.78

RMSE/Mean 0.009420 0.0085 0.0089 0.0095 0.0100 0.0101

Table 13.
The RMSE and the execution time of the CNN_MULTV_10 model.

Figure 13.
RMSE vs. day plot of CNN_MULTV_10 (based on tuple#6 in Table 13).

No. Agg RMSE Day1 Day2 Day3 Day4 Day5 Time (sec)

1 3.338 2.70 2.80 3.30 3.70 4.00 224.63

2 3.264 2.80 3.10 3.30 3.50 3.70 216.44

3 3.015 2.30 2.70 3.10 3.30 3.50 218.14

4 3.692 3.20 3.40 4.00 3.80 4.00 220.01

5 3.444 2.80 3.20 3.40 3.80 3.90 212.54

6 4.019 4.50 3.70 3.70 4.20 3.90 210.95

7 6.988 6.40 7.40 7.20 6.80 7.10 210.24

8 3.133 2.50 2.80 3.20 3.40 3.60 214.48

9 3.278 2.40 3.10 3.70 3.40 3.60 211.53

10 4.469 5.90 3.60 4.00 4.10 4.40 211.78

Mean 3.864 3.55 3.58 3.89 4.00 4.17 215.07

RMSE/Mean 0.008100 0.0076 0.0075 0.0082 0.0084 0.0088

Table 14.
The RMSE and the execution time of the CNN_MULTH_10 model.
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0.0085, 0.0090, and 0.0095, respectively. Figure 17 exhibits the pattern of
variation of the daily RMSE as per record no 9 in Table 17.

Table 18 shows that the model LSTM_MULTV_ED_10, on average, requires
634.34 seconds to complete the execution of its one round. For this model, the ratio
of the RMSE to the average value of the target variable (i.e., the open values) is
0.010294. The ratios of the daily RMSE to the mean value of open for day1 to day5

Figure 14.
RMSE vs. day plot of CNN_MULTH_10 (based on tuple#4 in Table 14).

No. Agg RMSE Day1 Day2 Day3 Day4 Day5 Time (sec)

1 3.125 2.40 2.90 3.00 3.50 3.70 372.28

2 3.376 3.00 2.90 3.40 3.90 3.70 371.73

3 2.979 2.10 2.60 3.00 3.30 3.70 368.72

4 3.390 3.20 3.40 3.30 3.60 3.50 368.58

5 4.387 4.20 4.60 4.10 4.40 4.60 379.10

6 5.173 4.40 5.10 4.60 5.20 6.30 373.84

7 3.434 4.30 2.60 2.90 3.70 3.50 368.91

8 3.979 3.70 3.10 4.60 4.30 4.10 371.02

9 2.892 1.90 2.50 2.90 3.30 3.50 371.95

10 3.683 2.70 4.00 3.30 3.50 4.60 370.07

Mean 3.6418 3.19 3.37 3.51 3.87 4.12 371.62

RMSE/Mean 0.007770 0.0067 0.0071 0.0074 0.0081 0.0086

Table 15.
The RMSE and the execution time of the LSTM_UNIV_5 model.

Figure 15.
RMSE vs. day plot of LSTM_UNIV_5 (depicted by tuple#9 in Table 15).
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No. Agg RMSE Day1 Day2 Day3 Day4 Day5 Time (sec)

1 3.005 2.40 2.40 2.80 3.70 3.50 547.22

2 3.859 3.50 3.30 3.80 3.90 4.70 554.03

3 4.601 4.50 4.50 4.60 4.80 4.60 550.24

4 3.342 2.70 4.00 3.10 3.40 3.50 555.50

5 4.714 4.80 4.40 4.70 4.60 5.10 563.44

6 3.336 2.50 3.20 3.30 3.60 3.90 553.83

7 3.711 3.10 4.00 4.00 3.60 3.90 559.31

8 2.795 1.90 2.40 2.80 3.20 3.40 552.50

9 3.012 1.80 2.80 2.90 3.60 3.50 551.20

10 2.751 1.70 2.30 3.00 3.00 3.30 557.39

Mean 3.5126 2.89 3.33 3.50 3.74 3.94 554.47

RMSE/Mean 0.007380 0.0061 0.0070 0.0074 0.0079 0.0083

Table 16.
The RMSE and the execution time of the LSTM_UNIV_10 model.

Figure 16.
RMSE vs. day plot of LSTM_UNIV_10 (depicted by tuple#10 in Table 16).

No. Agg RMSE Day1 Day2 Day3 Day4 Day5 Time (sec)

1 2.975 2.00 2.70 3.00 3.40 3.60 310.28

2 4.856 4.10 4.60 5.00 5.20 5.30 306.22

3 5.500 4.30 5.20 5.50 6.00 6.40 306.08

4 3.656 3.20 3.40 3.70 3.90 4.10 305.64

5 2.859 1.90 2.60 2.90 3.20 3.40 306.03

6 3.887 3.30 3.60 3.90 4.20 4.40 305.34

7 4.007 3.60 3.70 4.00 4.10 4.50 304.69

8 3.489 2.70 3.20 3.60 3.80 3.90 305.26

9 2.944 2.10 2.80 3.00 3.20 3.50 314.37

10 5.497 4.70 5.10 5.60 6.00 5.90 308.78

Mean 3.971 3.19 3.69 4.02 4.30 4.50 307.27

RMSE/Mean 0.008350 0.0067 0.0078 0.0085 0.0090 0.0095

Table 17.
The RMSE and the execution time of the LSTM_UNIV_ED_10 model.
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are, respectively, 0.0094, 0.0099, 0.0102, 0.0107, and 0.0111. Figure 18 shows the
pattern of the daily RMSE values of the model as per record no 10 in Table 18.

Table 19 depicts that the model LSTM_UNIV_CNN_N_10 requires, on average,
222.48 seconds to finish one round. For this model, the ratio of the RMSE to the
average value of the target variable (i.e., the open values) is found to be 0.007916.
The daily RMSE values for day1 to day5 are, 0.0065, 0.0074, 0.0080, 0.0085, and

Figure 17.
RMSE vs. day plot of LSTM_UNIV_ED_10 (as per tuple#5 in Table 17).

No. Agg RMSE Day1 Day2 Day3 Day4 Day5 Time (sec)

1 5.858 5.50 5.70 5.90 6.00 6.20 631.53

2 4.062 3.60 3.90 4.00 4.20 4.50 617.62

3 6.623 6.20 6.50 6.60 6.80 6.90 640.09

4 3.661 3.20 3.30 3.60 3.90 4.10 624.22

5 5.879 5.80 5.90 5.70 6.00 6.10 632.34

6 4.808 4.20 4.60 4.80 5.10 5.20 644.48

7 4.657 4.10 4.50 4.70 4.90 5.10 631.72

8 3.866 3.30 3.60 3.90 4.10 4.30 633.28

9 3.910 3.30 3.70 3.90 4.20 4.40 647.29

10 5.644 5.30 5.50 5.60 5.90 6.00 640.86

Mean 4.897 4.50 4.72 4.87 5.11 5.28 634.34

RMSE/Mean 0.010294 0.0094 0.0099 0.0102 0.0107 0.0111

Table 18.
The RMSE and the execution time of the LSTM_MULTV_ED_10 model.

Figure 18.
RMSE vs. day plot of LSTM_MULTV_ED_10 (as per tuple#10 in Table 18).
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No. Agg RMSE Day1 Day2 Day3 Day4 Day5 Time (sec)

1 3.832 3.30 3.50 3.90 4.10 4.30 221.18

2 3.256 2.50 3.00 3.30 3.60 3.80 219.74

3 4.308 3.80 4.00 4.40 4.60 4.60 222.59

4 4.081 3.30 4.00 4.10 4.30 4.50 227.95

5 3.325 2.60 3.00 3.30 3.60 3.90 224.46

6 3.870 3.20 3.70 3.90 4.10 4.10 223.40

7 3.688 3.10 3.40 3.80 4.00 4.10 222.89

8 3.851 3.20 3.60 3.80 4.20 4.40 221.87

9 3.710 2.60 3.40 4.00 4.00 4.40 219.74

10 3.736 3.30 3.70 3.70 3.90 4.10 220.96

Mean 3.766 3.09 3.53 3.82 4.04 4.22 222.48

RMSE/Mean 0.007916 0.0065 0.0074 0.0080 0.0085 0.0089

Table 19.
The RMSE and the execution time of the LSTM_UNIV_CNN_10 model.

Figure 19.
RMSE vs. day plot of LSTM_UNIV_CNN_10 (as per tuple#3 in Table 19).

No. Agg RMSE Day1 Day2 Day3 Day4 Day5 Time (sec)

1 3.971 3.00 3.60 4.00 4.40 4.60 263.84

2 3.103 2.40 2.80 3.20 3.40 3.60 262.06

3 3.236 2.30 2.90 3.30 3.60 3.80 266.47

4 4.347 3.10 4.00 4.60 4.70 5.00 257.43

5 2.860 2.20 2.50 2.80 3.20 3.40 260.05

6 3.525 2.50 3.60 3.50 3.80 4.00 282.27

7 3.163 2.30 2.80 3.20 3.50 3.80 265.26

8 2.870 2.00 2.60 2.90 3.20 3.50 272.18

9 3.504 2.20 3.10 3.70 3.70 4.40 265.46

10 5.053 4.70 4.40 5.20 5.30 5.60 264.66

Mean 3.563 2.67 3.23 3.64 3.88 4.17 265.97

RMSE/Mean 0.007490 0.0056 0.0068 0.0077 0.0082 0.0088

Table 20.
The RMSE and the execution time of the LSTM_UNIV_CONV_10 model.
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0.0089 respectively. Figure 19 depicts the pattern of variation of the daily RMSE
values for this model as per record no 3 in Table 19.

The results of the model LSTM_UNIV_CONV_N_10 are presented in Table 20.
The model completes its one round, on average, in 265.97 seconds. The ratio of the
RMSE to the average of the open values is 0.007490. The daily RMSE for day1 to
day5 are 0.0056, 0.0068, 0.0077, 0.0082, and 0.0088, respectively. Figure 20
shows the patterns of daily RMSE values for this model as per record no 8 in
Table 20.

Table 21 summarizes the performance of the ten models proposed in this chap-
ter. We evaluate the models on two metrics and then rank the models on the basis of
each metric. The two metrics used for the model evaluation are: (i) an accuracy
matric computed as the ratio of the RMSE to the mean value of the target variable
(i.e., open values), and (ii) a speed metric as measured by the time (in seconds)
required for execution of one round of the model. The number of parameters in
each model is also presented. It is noted that the CNN_UNIV_5 model is ranked 1 on
its execution speed, while it occupies rank 2 on the accuracy parameter. The
CNN_UNIV_10 model, on the other hand, is ranked 2 in terms of its speed of
execution, while it is the most accurate model. It is also interesting to note that all
the CNN models are faster than their LSTM counterparts. However, there is no
appreciable difference in their accuracies except for the multivariate encoder-
decoder LSTM model, LSTM_MULTV_ED_10.

Another interesting observation is that the multivariate models are found to be
inferior to the corresponding univariate models on the basis of the accuracy metric.

Figure 20.
RMSE vs. day plot of LSTM_UNIV_CONV_10 (as per tuple#8 in Table 20).

No. Model #param RMSE/Mean Rank Exec. Time (s) Rank

1 CNN_UNIV_5 289 0.007288 2 174.78 1

2 CNN_UNIV_10 769 0.006967 1 180.01 2

3 CNN_MULTV_10 7373 0.009420 9 202.78 3

4 CNN_MULTH_10 132965 0.008100 7 215.07 4

5 LSTM_UNIV_5 182235 0.007770 5 371.62 8

6 LSTM_UNIV_10 182235 0.007380 3 554.47 9

7 LSTM_UNIV_ED_10 502601 0.008350 8 307.27 7

8 LSTM_MULTV_ED_10 505801 0.010294 10 634.34 10

9 LSTM_UNIV_CNN_10 347209 0.007916 6 222.48 5

10 LSTM_UNIV_CONV_10 384777 0.007490 4 265.97 6

Table 21.
Comparative analysis of the accuracy and execution speed of the models.
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The multivariate models, CNN_MULTV_10 and LSTM_MULTV_ED_10, are
ranked 9 and 10, respectively, under the accuracy metric.

Finally, it is observed that the number of parameters in a model has an effect on
its execution time, barring some notable exceptions. For the four CNN models, it is
noted that with the increase in the number of parameters, there is a monotone
increase in the execution time of the models. For the LSTMmodels, even though the
models, LSTM_UNIV_CNN_10, LSTM_UNIV_CONV_10, and
LSTM_UNIV_ED_10, have higher number of parameters than the vanilla LSTM
models (i.e., LSTM_UNIV_5 and LSTM_UNIV_10), they are faster in execution.
Evidently, the univariate encoder-decoder LSTM models are faster even when they
involve a higher number of parameters than the vanilla LSTM models.

5. Conclusion

Prediction of future stock prices and price movement patterns is a challenging
task if the stock price time series has a large amount of volatility. In this chapter, we
presented ten deep learning-based regression models for robust and precise predic-
tion of stock prices. Among the ten models, four of them are built on variants of
CNN architectures, while the remaining six are constructed using different LSTM
architectures. The historical stock price records are collected using the Metastock
tool over a span of two years at five minutes intervals. The models are trained using
the records of the first year, and then they are tested on the remaining records. The
testing is carried out using an approach known as walk-forward validation, in
which, based on the last one- or two-weeks historical stock prices, the predictions of
stock prices for the five days of the next week are made. The overall RMSE and the
RMSE for each day in a week are computed to evaluate the prediction accuracy of
the models. The time needed to complete one round of execution of each model is
also noted in order to measure the speed of execution of the models. The results
revealed some very interesting observations. First, it is found that while the CNN
models are faster, in general, the accuracies of both CNN and LSTM models are
comparable. Second, the univariate models are faster and more accurate than their
multivariate counterparts. And finally, the number of variables in a model has a
significant effect on its speed of execution except for the univariate encoder-
decoder LSTM models. As a future scope of work, we will design optimized models
based on generative adversarial networks (GANs) for exploring the possibility of
further improving the performance of the models.
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Chapter 3

Articulated Human Pose
Estimation Using Greedy
Approach
Pooja Kherwa, Sonali Singh, Saheel Ahmed, Pranay Berry
and Sahil Khurana

Abstract

The goal of this Chapter is to introduce an efficient and standard approach for
human pose estimation. This approach is based on a bottom up parsing technique
which uses a non-parametric representation known as Greedy Part Association Vec-
tor (GPAVs), generates features for localizing anatomical key points for individuals.
Taking leaf out of existing state of the art algorithm, this proposed algorithm aims to
estimate human pose in real time and optimize its results. This approach simulta-
neously detects the key points on human body and associates them by learning the
global context. However, In order to operate this in real environment where noise is
prevalent, systematic sensors error and temporarily crowded public could pose a
challenge, an efficient and robust recognition would be crucial. The proposed archi-
tecture involves a greedy bottom up parsing that maintains high accuracy while
achieving real time performance irrespective of the number of people in the image.

Keywords: Neural networks, Pose- estimation, Greedy Search, Neural Network,
Heat-maps

1. Introduction

Human pose estimation is a complex field of study in artificial intelligence,
which requires a depth knowledge of computer vision, calculus, graph theory and
biology. Initially this work start by introducing an image to a computer through
camera and detect humans in the image known as object detection, as one of
computer vision problem. In real world detecting an object from an image [1] and
estimating its posture [2, 3] is two different aspects of objects. The latter is a very
challenging and complex task. Images are filled with occluded objects, humans in
close proximity, occlusions or spatial interference makes the task even more stren-
uous. One way of solving this problem is to use single person detector for estimation
known as top down parsing [4–9]. This approach suffers from preconceived
assumptions and lacks robustness. The approach is biased towards early decisions
which makes it hard to recover if failed. Besides this, the computational time
complexity is commensurate with the number of people in the image which makes
it not an ideal approach for practical purpose. On a contrary the bottom up
approach seems to perform well as compare to its counterpart. However earlier
bottom up versions could not able to reduce the computational complexity as it
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unable to sustain the benefits of being consistent. For instance, the pioneering work
E. Insafutdinov et al. Proposed a bottom up approach that simultaneous detects joints
and label them as part candidates [10]. Later it associates them to individual person.
Even solving the combinatorial optimization problem over a complete graph is itself
NP hard. Another approach built on with stronger joint detectors based on ResNet
[11] and provides ranking based on images, significantly improved its runtime but
still performs in the order of minutes per image. The approach also requires a separate
logistic regression for precise regression. After studying sufficient approaches and
their shortcomings in the literature of image processing and object detection, this
chapter introduces a efficient approach for human pose estimation.

1.1 Contribution of the work

Optimizing the current state of the art results and introducing a new approach to
solving this problem is the highlight of this chapter. In this chapter, we presented a
bottom up parsing technique which uses a non-parametric representation, features for
localizing anatomical key points for individuals.We further introduced amultistage
architecturewith two parallel branches one of the branches estimates the body joints via
hotspots while the other branch captures the orientations of the joints through vectors
This proposed approach is based on bottom up parsing, localizes the anatomical key
points and associates them using greedy parsing technique known as greedy part asso-
ciation vectors. These 2D vectors aims to provide not only the encoded translator
position but also the respective directional orientations of bodyparts. This approach also
able to decouple the dependency of number of persons with running time complexity.
Our approach has resulted in competitive performance on some of the best public
benchmarks. Themodel maintains its accuracy while providing real time performance.

This chapter comprises of 6 sections: Section 2 discussed related work, in Section
3, proposed methodology is explained, in details with algorithms, in Section 4 results
are discussed, and finally the chapter is concluded with future work in Section 5.

2. Related work

The research trend that was primarily focused on detection of objects, visual
object tracking and human body part detection, has advanced to pose estimation
recently. Various visual tracking architectures have been proposed such as those
based on convolutional neural networks and particle filtering and colored area track-
ing using mean shift tracking through temporal image sequence [12]. A survey of
approaches for intruder detection systems in a camera monitored frame for surveil-
lance was explained by C. Savitha and D. Ramesh [13]. A. Shahbaz and K. Jo also
proposed a human verifier which is a SVM classifier based on histogram of oriented
gradients along with an algorithm for change detection based on Gaussian mixture
model [14]. But still there was a need of more precise detection algorithm that would
accurately predict minor features as well. Human and Object detection evolved to
detection of human body parts. L. Kong, X. Yuan and A.M.Maharajan introduced
framework for automated joint detection using depth frames [15]. A cascade of Deep
neural networks was used for Pose Estimation formulated as a joint regression prob-
lem and cast in DNN [16]. A full image and 7-layered generic convolutional DNN is
taken as input to regress the location of each body joint. In [17], long-term temporal
coherence was propagated to each stage of the overall video and data of joint position
of initial posture was generated. A multi-feature, three-stage deep CNN was adopted
to maintain temporal consistency of video by halfway temporal evaluation method
and structured space learning. Speeded up Robust features (SURF) and Scale
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Invariant Feature Transform (SIFT) was proposed by A. Agarwal, D. Samaiya and K.
K. Gupta to deal with blur and illumination changes for different background condi-
tions [18]. Paper [19] aims to improve human ergonomics using Wireless vibrotactile
displays in the execution of repetitive or heavy industrial tasks. Different approach
was presented to detect human pose. Coarse-Fine Network for Key point Localization
(CFN)[20], G-RMI [21] and Regional Multi-person Pose Estimation (RMPE)[22]
techniques have been used to implement top-down approach of pose detection (i.e.
the person is identified first and then the body parts). An alternate bottom-up
approach was proposed by Z. Cao, T. Simon, S. Wei and Y. Sheikh based on Partial
Affinity Fields to efficiently detect the 2D pose [23]. X. Chen and G. Yang also
presented a generic multi-person bottom-up approach for pose estimation formulated
as a set of bipartite graph matching by introducing limb detection heatmaps. These
heatmaps represent association of body joint pairs, that are simultaneously learned
with joint detection [24]. L. Ke, H. Qi, M. Chang and S. Lyu proposed a deep conv-
deconv modules-based pose estimation method via keypoint association using a
regression network [25]. K. Akila and S. Chitrakala introduced a highly discriminating
HOI descriptor to recognize human action in a video. The focus is to discriminate
identical spatio-temporal relations actions by human-object interaction analysis and
with similar motion pattern [26] Y. Yang and D. Ramanan proposedmethods for pose
detection and estimation for static images based on deformable part models with
augmentation of standard pictorial structure model by co-occurrence relations
between spatial relations of part location and part mixtures [27]. A Three-
dimensional (3D) human pose estimation methods are explored and reviewed in a
paper, it nvolves estimating the articulated 3D joint locations of a human body from
an image or video [28]. One more study includes a 2-D technique which localize
dense landmark on the entire body like face, hands and even on skin [29].

3. Proposed approach for human pose detection

3.1 Methodology

Figure 1 depicts the methodology of our proposed approach, our approach works
as black box which receive an image of a fixed size and produces a 2D anatomical key
point of every person in the image. After performing the needed preprocessing, the
image is passed through a feed forward convolutional neural network. The architec-
ture has two separate branches that runs simultaneously

i. On one branch it predicts an approximations represented by a set of
hotspots H for each body joint locations while the

ii. Other branch predicts a set of 2D vectors representing joints associations P
for each pair of different joints. Each set H is a collection of
H1,H2,H3, …Hjf g j hotspots one for each joint and P is a collection of
L1,L2,L3, … ::Lkf g k part association vector field for each pair or limb. The
output of these two branches will be summed up using parsing algorithm
and feed forward to multiple layers of convolutional net ultimately giving
2D anatomical key points for every person in the image.

3.2 Part detection using heat-maps

The heat maps produced by convolutional neural net are highly reliable
supporting features. The heat maps are set of matrices that stores the confidence
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that the network has that a pixel contains a body joint. As many as 16 matrices for
each of the true body joints. The heat map specifies the probability that a particular
joint exist within a particular pixel location. The very idea of having heat maps
provide support in predicting the joint location. The visual representation of heat
maps could give an intuition of a presence of body joint. The darker the shade or
sharper the peak represents a high probability of a joint. Several peaks represent a
crowded image representing one peak for one person (Figure 2).

Calculating the confidence map or heat maps C ∗
jk for each joint requires

some prior information for comparison. Let xjk be the empirical position of a body
joint j of the person k. These confidence maps at any position m can be created by
using the empirical position xjk.The value of confidence map at location p in C ∗

jk is
given by

C ∗
jk mð Þ ¼ exp

�Δ2

σ2

� �
(1)

where σ is spread from the mean and Δ is the absolute difference of xjk and m.
All the confidence maps get aggregated by the network to produce the final

confidence map. The final confidence map is generated by the network obtained
from the aggregation of the individual maps.

C ∗
jk mð Þ ¼ max C ∗

jk mð Þ
� �

(2)

Figure 1.
Schematic diagram of a multistage architecture. Two parallel branches feeds forward the network. Heat maps
predicts the approximation while part association vectors predict association and orientations.
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These confidence maps are rough approximations, but we need the value for
that joint. We need to extract value from the hot spot. For the final aggregated
confidence map we take the max of the peak value while suppressing the rest.

3.3 Greedy part association vector

The problem that comes while detecting the pose is that even if we have all the
anatomical key points how we are going to associate them. The hotspot or the key
points itself have no idea of the context on how they are connected. One way to
approach this problem is to use a geometrical line midpoint formula. But the given
approach would suffer when the image is crowded as it would tend to give false
association. The reason behind the false association is the limitation of the approach
as it tend to encode only the position of the pair and not the orientations and also it
reduces the base support to a single point. In order to address this issue, we want to
implement a greedy approach known as greedy part association vector which will
preserve the position along with the orientation across the entire area of pair
support. Greedy part association vectors are the 2D vector fields that provides
information regarding the position and the orientation of the pairs. These are a set
of coupled pair with one representing x axis and the other representing the y axis.
There are around 38 GPAVs per pair and numerically index as well (Figure 3).

Consider a limb j with 2 points at x1 and x2 for k
th person in the image. The limb

will have many points between x1 and x2. The greedy part association vector at any
point c between x1 and x2 for k

th person in the image represented by G ∗
j,k can be

calculated as.

Figure 2.
Illustration of one segment of the pipeline i.e. predicting heat maps through neural network. It gives the
confidence metric with regards to the presence of the particular body part in the given pixel.

Figure 3.
Illustration of the other segment greedy part vectors, preserving the position along with the orientations and
finally associates the joints through greedy parsing.
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G ∗
j,k ¼ ĉ if c is on limb j and person k:Or 0 otherwise: (3)

where ĉ a unit vector along the direction of limb equivalent to

x2 � x1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x22 � x21

p (4)

The empirical value of final greedy part association vector will be the average of
GPAVs of all the person in the image.

G ∗
j ¼

P
kG

∗
j,k

n j cð Þ (5)

where G ∗
j,k is the greedy part association vector at any point and nj cð Þ is the total

number of vectors at the same point c among all people.

3.4 Multi person pose estimation

After getting the part candidates using non-maximum suppression, we need to
associate those body parts to forms pairs. For each body part there are n numbers of
part candidates for association. On an abstract level one-part can form association
with every possible part candidate forming a complete graph (Figure 4).

For example, we have detected a set of plausible neck candidates and a set of hip
candidates. For each neck candidates there is a possible connection with the right
hip candidates giving a complete bipartite graph having the nodes as part candi-
dates and the edges as possible connections. We need to associate only the optimal
part giving rise to a problem of N dimensional matching problem which itself a NP
hard problem. In order to solve this optimal matching problem, we need to assign
weights to each of possible connection. This is where the greedy part association
vectors come into the pipeline. These weights are assigned using the aggregated
greedy part association vector.

In order to measure the association between two detected part candidates. We
need to integrate over the predicted greedy part association vector found in previ-
ous section, along these two detected part candidates. This integral will give assign a
score to each of the possible connections and store the scores in a complete bipartite
graph. We need the find the directional orientation of the limb with respect to these
detected part candidates. Empirically we have two detected part candidates namely
t1 and t2 and the predicted part association vector Gj. An integral over the curve will
give a measure of confidence in their association.

Figure 4.
(a–d) Solving the assignment problem for associating body joints to form the right pair. Assigning weights to
each possible connection with the help of greedy association vectors.
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E ¼
ði¼1

i¼0
Gj c mð Þð Þ:d̂:dm (6)

where Gj c mð Þð Þ greedy part association vector and d̂ is a unit vector along the
direction two non-zero vectors t1 and t2.

After assigning weights to the edges our aim is to find the edge for a pair of joints
with the maximum weight. For this we choose the most intuitive approach. We
started with sorting the scores in descending manner followed by selecting the
connection with the max score. We then move to the next possible connection if
none of the parts have been assigned a score, this is a final connection. Repeat the
third step until done.

The final step involves merging the whole detected part candidates with optimal
scores and forming a complete 2D stick figure of human structure. One way to
approach this problem is that let us say each pair of part candidates belong a unique
person in the image that way we have a set of humans i.e. H1,H2,H3, … :Hkf g where
k is the total number of final connection. Each human in the set contain a pair i.e.
pair of body parts. Let represent the pairs as a tuple of indices one in x direction and
one in y direction. Hi ¼ midx,mx,my

� �
, nidx, nx, nyÞ
� ��

. Now comes the merging we
conclude that if two human set shares any index coordinates with other set means
that they share a body part. We merge the two sets and delete the other. We
perform the same steps for all of the sets until no two human share a part ultimately
giving a human structure.

4. Results

For the training and evaluating the final build we used a subset of a state-of-the-
art public dataset, the COCO dataset. COCO dataset is collection of 100 K images
with diverse instances. We have used a subset of those person instances with
annotated key points. We have trained our model on 3 K images, cross validated on
1100 images and tested on 568 images. The metric used for evaluation is OKS stands
for Object key point similarity. The COCO evaluation is based on mean average
precision calculates over different OKS threshold. The minimum OKS value that
can have is 0.5. We are only interested in key points that lie within 2.77 of the
standard deviation (Figure 5).

Above table compares the performance of our model with the other state of the
art model. Table 1 shows the mAP performance comparison of our model with
others on a testing dataset of 568 images. We can see clearly our novel approach

Figure 5.
Convergence of training losses for both the heat maps (L) and greedy part vectors (R).
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outperforms the previous key point benchmarks. We can also see our model
achieved a significant rise in mean average precision of 6.5%. Our inference time is
3 order less. Table 2 presents the performance comparison on a complete testing
dataset of 1000 images. Here again we can see our model outperforming the rest.
Our model achieved a rise of almost 2.5% in mean average precision as compare to
other models. The above comparison of our model with earlier state of the art
bottom up approaches presents the significance of our model.

5. Conclusion and future work

Solving one of the complex problems in computer vision was a huge challenge.
Optimizing the current state of the art results and introducing a new approach to
solving this problem is the highlight of this chapter. In this chapter, we presented a
bottom up parsing technique which uses a non-parametric representation, features
for localizing anatomical key points for individuals. We further introduced a mul-
tistage architecture with two parallel branches one of the branches estimates the
body joints via hotspots while the other branch captures the orientations of the
joints through vectors. We ran our model on a publicly available COCO dataset for
training, cross validation and testing. Finally, we evaluated the results and achieved
a mean average precision of 77.7. We compare our results with existing models and
achieved and a significant rise of 2.5% in mAP with less inference time. We have
showed the results in Tables 1 and 2. We aim to expand our project in future by
proposing a framework for human pose comparator based on the underlying tech-
nology used in single person pose estimation to compare the detected pose with that
of the target in real-time. This would be done by developing a model to act as an
activity evaluator by learning physical moves using key points detection performed
by the source and compare the results with the moves performed by the target along
with a scoring mechanism that would decide how well the two sequence of poses
match. In a nutshell, we aim to build an efficient comparison mechanism that would
accurately generate the similarity scores based on the series of poses between the
source and the target as the future scope of this project.

Method Head Shoulder Elbow Hip Knee Ankle Wrist mAp

Deep cut 73.4 71.8 57.9 56.7 44.0 32.0 39.9 54.1

Iqbal et al 70.0 65.2 56.4 52.7 47.9 44.5 46.1 54.7

Deeper cut 87.9 84.0 71.9 68.8 63.8 58.1 63.9 71.2

Proposed Approach 90.7 90.9 79.8 76.1 70.2 66.3 70.5 77.7

Table 1.
mAP performance comparison of our model with others on a testing dataset of 568 images.

Method Head Shoulder Elbow Hip Knee Ankle Wrist mAp

Deep cut 78.4 72.5 60.2 57.2 52.0 45.0 51.0 54.1

Iqbal et al 58.4 53.9 44.5 42.2 36.7 31.1 35.0 54.7

Deeper cut 87.9 84.0 71.9 68.8 63.8 58.1 63.9 71.2

Proposed Approach 90.1 87.9 75.8 73.1 65.2 60.3 66.5 73.7

Table 2.
Performance comparison on a complete testing dataset of 1000 images.
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Chapter 4

Ensemble Machine Learning
Algorithms for Prediction and
Classification of Medical Images
Racheal S. Akinbo and Oladunni A. Daramola

Abstract

The employment of machine learning algorithms in disease classification has
evolved as a precision medicine for scientific innovation. The geometric growth in
various machine learning systems has paved the way for more research in the
medical imaging process. This research aims to promote the development of
machine learning algorithms for the classification of medical images. Automated
classification of medical images is a fascinating application of machine learning and
they have the possibility of higher predictability and accuracy. The technological
advancement in the processing of medical imaging will help to reduce the com-
plexities of diseases and some existing constraints will be greatly minimized. This
research exposes the main ensemble learning techniques as it covers the theoretical
background of machine learning, applications, comparison of machine learning and
deep learning, ensemble learning with reviews of state-of the art literature, frame-
work, and analysis. The work extends to medical image types, applications, bene-
fits, and operations. We proposed the application of the ensemble machine learning
approach in the classification of medical images for better performance and accu-
racy. The integration of advanced technology in clinical imaging will help in the
prompt classification, prediction, early detection, and a better interpretation of
medical images, this will, in turn, improves the quality of life and expands the
clinical bearing for machine learning applications.

Keywords: machine learning, medical image, classification, ensemble method

1. Introduction

The application of technology to the health field is growing at a rapid pace and
medical imaging techniques is part of the advancement of technology in the
simplification of the medical imaging processes. It refers to an aspect of medical
operations in this dispensation as it has overridden the traditional processes.
Technological advancement is majorly responsible for the improvement in medicine
via enhancement of imaging. The traditional perspectives on the clarification and
diagnosis of the outcome of image processes require lot of processing time, human
errors are foreseeable and the general outcome is unable to properly aligned with
the history as the former ones is not easily available for comparison. These limita-
tions motivated this research work so as to give insight to the applications of
Ensemble Machine-Learning Algorithms for the Prediction and Classification of
Medical Images.
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1.1 Medical imaging

Medical Imaging refers to the application of different techniques to get various
image modalities from the human body especially the affected area for further
processing and to assist in diagnosis and the treatment of the patients [1]. Medical
Image analysis is very important in today’s world to be able to meet up with the
growing population and in the current trend of a low medical expert in an
expanding population. The healthcare industry has witnessed different technologi-
cal disruptions that benefit humankind and more progress are being made. Having
precision in the medical analysis of images will enhance the faster diagnosis and the
treatment plan will be predicted along the line, this process increases the turn-
around time with lots of lives being saved. It was reported that the market capacity
of medical image analysis of software was estimated at USD 2.41 Billion in 2019,
globally. In addition, the medical image processing market is forecast to reach about
8.1% in 2027 [2].

In medical imaging, radiology is a branch of medicine that uses imaging tech-
nology to diagnose and treat disease. The different types of diagnostic radiology
examination comprise, Ultrasound, Plain X-Rays, Mammography, Fluoroscopy,
Computed tomography (CT), including CT angiography, Magnetic Resonance
Imaging (MRI), and Magnetic Resonance Angiography (MRA), Nuclear medicine,
and Positron Emission Tomography [3]. Furthermore, the recent advancements in
image processing as of the year 2020 are, EVP (Enhanced Visualization Processing)
Plus, Bone Suppression, Pediatric Capabilities, Tube and Line Visualization, Long-
length Imaging, and Pneumothorax Visualization. The operation of computer-
mediated imaging processing is done using some computational framework, pro-
gramming language, and algorithms which will make the prediction and classifica-
tion to be an automated process and produce the result analysis [4].

The techniques involve professional in the medical field to use a particular device
to create computerized images of an affected area in the body for diagnosis that will
lead to treatment. The process may not necessarily include the opening of the affected
part before using the radiological equipment in viewing the area that needed diagno-
sis. The medical personnel will later produce the image of the affected part from the
device and then summarized the image analysis. Moreover, some medical imaging
involves not just bones, blood vessels, and tissue without tearing apart the affected
skin. Generally, the imaging techniques allow the healthcare providers to determine
the type of treatment that is required for the ailment. Medical imaging has brought a
major improvement in medicine as the difficult part or layers of the internal system
of humans and animals can now be done using technological devices. The major
technological improvement has decreased the manual work of the health providers
and thereby give rise to specific and better treatment.

1.1.1 Medical image applications

The utilization of medical image in ultrasound, presents the internal part of a
human or even animals; to be examined under an ultrasound device applicable
joints, muscles, breast, blood vessels, pelvic, bones, and kidneys to say the least [5].
The X-ray is another category that employ the electromagnetic radiation and
penetrates through the outer skin, layer to disclose the internal components [6].
Computer Tomography is a medical image that has an opening area in a circular
form, the patient will be placed on it and slide inside; it produces images in a
cross-sectional way [7].

Magnetic Resonance Imaging harness radio waves with magnetic fields to develop
images with no harmful radiation compared to x-rays. It can generate images from
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soft tissue, bones, organs, cartilage, brains breast, spinal cord, liver, prostate, and
ligaments, etc. [8]. Positron emission tomography (PET) scan can be used to scan the
whole body or part of it. It uses a type of tool called tracer which will be swallowed or
injected by the patient and then lie on the PET scanner to be examined by detecting
the gamma rays by the device which is converted to images. PET scans can be applied
in the diagnosis of conditions like brain disorders, tumors, and heart-related diseases,
etc. [9]. The application of Ensemble Machine Learning technologies will improve the
processing of medical images as it allows management, monitoring, early detection,
diagnosis, assessment, and treatment of various medical challenges.

1.1.2 Challenges in medical image classifications

The application of Machine Learning vis-à-vis image generations promised a
better way to visualize images and generally improves the medical condition of
humans. This has brought out candid information from the input sample and it has
encouraged a better decision to the treatment pattern of the concerned patient with
the overall benefit of good living. These techniques are mostly used in the radiology
field and pathology. The traditional model of result interpretation presents the
problems of data bottlenecks, reliability, accuracy, and speed, and most of the
issues with the traditional methods are being addressed with the machine learning
algorithms and techniques. The more the technology is advancing, the more there is
a need to have better analysis and clarity in medical imaging prediction and classi-
fication. The challenges that are associated with Machine Learning applications are;
data availability, validation of methods, patient-specific model faster and accurate
algorithms [10]. The learning models should be built into clinical operations and be
intuitive so as not to cause serious damages. Training of the care providers and the
documentations of analysis of the algorithms is another challenge that is needed to
be looked into for future adaptation of research students and the users [11].

1.1.3 The benefits of medical image processing

The main advantage of medical image processing is the opportunity to explore the
internal system of the human organ called anatomy, it is such an interesting thing to
be able to view the inner system and see how things work. The rate of death is
drastically reduced as more outcomes of the image processes allows timely interven-
tion and prompt treatment of the ailment. Another benefit is the deep knowledge of
the internal anatomy which helps to enhance treatment and diagnosis outcomes.

1.1.4 Medical image professional

The professionals that are involved in the operation of medical imaging is the
clinicians, radiologist, and engineers’ radiographers, radiologists, and engineers to
know the anatomy patients. The medical imaging device is used to do imaging is
operated by the radiographers and the result is sent to the caregiver to interpret it to
the patient. One of the significant of Machine Learning in the aspect imaging is the
enhancement, interpretation and analysis of results better than the manual result
from human.

1.2 Machine learning

The advancement in computational applications and frameworks provides solu-
tions to our everyday problems. Machine learning is one of the computational
applications of algorithms and statistical models with the use of algorithms and
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statistical models, to carry out a task without explicit instructions but with the use
of patterns to give inference. Machine learning is referred to the use of computer
algorithms that support systems operation in training to automatically learn and
enhance data to predict or classify the nature of such data through the use of
patterns [12]. Generally, machine learning is a subfield of artificial intelligence that
allows the systems to make decisions autonomously with no external support. The
decision is made by finding valuable hidden layers of patterns within the complex
data.

The machine-learning approach depends on the data type for input and output
operation and problem type which is based on the applications on data for decision
making and an embedded instruction to carry out the assignment with minimum
supervision from the programmers [12]. Machine learning is classified as supervised
learning, semi-supervised learning, and unsupervised and reinforcement learning
while there are few hybrid approaches and other common methods [13].

1.2.1 Machine learning techniques

The categories of Machine Learning Techniques are mainly divided into four
categories: Supervised learning, Unsupervised learning, Semi-supervised learning,
and Reinforcement learning [12]. The techniques are discussed further according to
their applicability of solving real-world problems.

1.2.1.1 Supervised learning

In the supervised learning category of machine learning, the algorithms (step by
step method of solving a problem in a particular format) operates in such a way that
it will develop a mathematical model (translating or encoding a problem into a
mathematical formulations) of the data which comprises the inputs (data sent to a
computer system) and the expected outputs (processed information sent out from a
computer) [14]. The data supplied is also categorized as the training data which
comprises the sets of training examples with one or more inputs. The mathematical
modeling is applied in the supervised learning uses array vector (feature vector for
extraction) and the data to be trained by matrix. The algorithm that enhances and
improves the outcomes in the accuracy of the outputs for classification or prediction
purposes has learned the task and therefore it can give a good outcome [15].

1.2.1.2 Unsupervised learning

Unsupervised learning algorithms operate in such a way that it takes set of data
and detect the patterns in it for grouping or clustering purpose. Unsupervised
learning algorithms identify resemblance in the data and react based on the pres-
ence or absence of such identity in each new piece of data. The algorithms learn
from test data that is not labeled, classified, or categorized. Unsupervised learning
analyzes unlabeled datasets without the need for human interference, i.e., a data-
driven process [16]. The unsupervised learning tasks that are common are anomaly
detection, dimension reduction, clustering, density estimation, feature learning,
finding association rules, etc. [17].

1.2.1.3 Semi-supervised learning

The semi-supervised learning is situated between unsupervised learning (with
no labeled training data) and supervised learning (with labeled training data). It is a
hybrid form of machine learning techniques because it operates on labeled and
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unlabeled data which brings a better accuracy. The major aim of unsupervised
learning is to give great outcomes for prediction than the ones done with labeled
data. The application areas of semi-supervised learning are text classification, fraud
detection, machine translation, etc. [18].

1.2.1.4 Reinforcement learning

Reinforcement learning in machine learning parlance refers is concerned with
the use of software agents and machines to make the decision automatically in an
environment to improve efficiency. Generally, reinforcement learning is used in
operation research, game theory, information theory, swarm-intelligence, and
genetics algorithms, etc. The learning uses the reward or penalty system, and the
primary goal is to use leading obtained from environmental parameters to validate
the reward or to minimize the risk involved. The algorithms are used in autonomous
vehicles or in learning to play a game against a human opponent, it is an effective
tool in training AI models for increase automation which is used in robotics, auton-
omous driving tasks, manufacturing, and supply chain logistics [12].

1.2.2 Applications of machine learning

The areas of applications of machine learning to various fields are enormous
such as agriculture, engineering, medical diagnosis, natural language processing,
banking, bioinformatics, games, insurance speech recognition, and recommended
system etc. [19], used machine learning technology to make a medical diagnosis in
developing a cure for Covid-19. Similarly, machine learning is also applied in [20]
work to predict visitors’ behavior in marine protected areas, while [21] applied
machine learning to smartphone performance optimization. According to [22] by
Mayo, the most common data science/machine learning methods used from the
period of 2018–2019 are regression, decision trees/rules, clustering, visualization,
random forests, statistics, K-nearest neighbors, time series, ensemble methods, text
mining, principal component analysis (PCA), boosting, neural networks (deep
learning), gradient boosted machines, anomaly/deviation detection, neural net-
works Convolutional Neural Networks (CNN) and support vector machine (SVM).

1.2.3 Machine learning and deep learning

Deep learning refers to a distinctive subtype variant in the machine learning,
also a subclass in the domain of artificial intelligence (AI). Furthermore, Machine
learning primarily means a computer that learns from data and makes predictions
using algorithms. Machine learning yields to some environmental parameters, con-
versely, the deep learning operates in a quick manner and adapt to it using constant
feedback in building on the models. Deep Learning system leverage on the Neural
Networks which imitates the brain of human with an embedded multiple-layer
architecture. It also learns through the data to carry intelligent decisions [23].

1.2.4 Ensemble machine learning

Ensemble learning is a general meta-approach to machine learning as it looks for
the best predictive performance using a combination of the methods to achieve the
best accuracy [24]. The use of different machine learning algorithms individually
may not be able to give the best outcomes, hence the combination of the algorithms
will combine all the strength of the model and brings out a better accuracy. The
diagram below shows different Machine learning algorithms. The Ensemble
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learning methodology for the prediction and classification of medical images has
been established to have a better result than using a single classifier. The reviews on
elated works in artificial intelligence systems to detect fractures in the body cited
few works on Convolutional Neural Networks (CNN) for fracture detection [25].

The authors also noted that stacking with Random Forest and Support Vector
algorithm, with neural networks were mostly engaged. The development of an
Ensemble deep learning application for ear disease using otoendoscopy images by
[26]. They perform well with the average of accuracy taken as 93.67% for the five-
fold cross-validation using learning models based on ResNet101 and Inception-V3.
Furthermore, another author developed a three-dimensional bone model system
which is based on employment of x-ray images for distal forearm engaging the
convolutional neural networks [27]. The deep learning framework is employed in
estimating and to construct a high accuracy for three-dimensional model of bones.
The result gives correctness of the evaluation of CNN to reduce exposure to com-
puter tomograph device and cost. In summary, the application of Ensemble
methods to medical imaging can be perused with all intent as the accuracy recorded
is far more than the single classifiers or the traditional methods.

There are three classes of ensemble learning, bagging, stacking and boosting.
The bagging is concerned with having many decisions on a different sample of the
very same dataset and get the average of the prediction; while the stacking is
concerned with the fitting of many different types of models on the same data while
using another type of model to learn the combined predictions. The boosting
involves the addition of ensemble members in a sequential manner that will correct
the former prediction by the other models then gives the average of the predictions
(Figure 1) [24].

1.3 Neural networks

The Neural Networks is an aspect of machine-learning that comprises different
node layers which include the input, hidden, and output layers. The Network is
used in most deep learning architectures. Neural Networks works in a manner that
the nodes connect with their different weight and threshold. More so, if a node for
instance has an output that is more than that of the threshold, then it will be
triggered and will send the data involved to the layer that is next and if not, there
will be no data being activated to the succeeding layer in the network.

Figure 1.
Ensemble machine learning combine several models for better accuracy.
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1.3.1 Convolutional neural network

The traditional manual process employed in the prediction and classification of
images convincingly, wastes time, wrong diagnosis is another major problem
attributed to it. The convolutional neural network provides a better and more
scalable method in the medical imaging process. The CNN involves the identifica-
tion of images through a computational approach that combines linear algebra and
matrix multiplications. CNN outperformed other networks in applications like
image processing and speech recognition, The CNN has three parts, the
convolutional, pooling, and fully-connected layer. The convolutional part is where
the major computation happens to be the building block among the three and it
comprises the data, filter, and feature area. Pooling layer is responsible for the data
sample dimension reduction known as downsampling. The pooling layers also holds
a filter and it moves over the input but may not have weight. The pooling is
sub-divided into Max and Average pooling with the functions of calculating the
maximum and or average value respectively [28]. The fully-connected layer, output
layers are fully joined via a node to former layer and do classification tasks through
the feature extracted from the preceding layer.

2. Literature review

Visual Attention Mechanism-MCNN was developed using classification Algo-
rithm According to the authors, the motivation was a result of the complexity of
medical images as a traditional way of analyzing medical images is presented with
some disadvantages and it may not be able to meet up with the growing demands.
The methodology is based on a medical classification algorithm that uses visual
attention mechanism multiscale convolutional neural network. The results show
that the medical image classification was more accurate with stability, robustness
and improved with the employment of the deep learning methods than the tradi-
tional methods [29].

In the article titled “Machine Learning: Algorithms, Real-World Applications
and Research Directions”, they stated the positive impact and the present challenges
of Machine Learning algorithms to the real-world application and research direc-
tion. The authors explained further that is an enormous advantage to the intelligent
and automatic operations of machine learning to a different field of study [13].

The primary goal of machine learning is in the automation of human assistance
by training an algorithm on suitable data Machine Learning as they focused on
learning types. The author stated different machine learning techniques and the
ways to apply them to various operations. The algorithms are used for many appli-
cations that include data classification, prediction, or pattern recognition [30].

Medical image analysis based on a deep learning approach which helps in dif-
ferent clinical applications as it occurs in medical procedures for monitoring, diag-
nosis, and detection was proposed for early detection, monitoring, diagnosis, and
treatment evaluation of various medical conditions. The methodology employed
artificial neural networks and the detailed analysis of deep learning algorithms and
delivers great medical imaging applications [31].

The applications of Machine Learning Predictive Models in the Chronic Disease
Diagnosis, presented different reviews on the employment of machine learning
predictive models for the diagnosis of chronic diseases. The motivation of the
authors arises from the major health cost of disease especially for those that attract
lifelong treatment. The methodology of the predictive models involves the analysis
of 453 papers from 2015 and 2019, PubMed (Medline), and Cumulative Index to
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Nursing and Allied Health Literature (CINAHL) libraries. The result of the investi-
gation shows that the support vector machines (SVM), logistic regression (LR),
clustering was among the most commonly used models [32].

An ensemble approach in the classification of bone fracture using different CNN
is presented. The authors were motivated by the need to help the emergency nature
of bone fracture for a prompt response than the usual process of going through the
X-ray and then forwarded to the doctors for better interpretations of the result. The
process can take a long time as nothing significant can be until the result is out. To
increase the processes that are involved in carrying out this important aspect of a
medical emergency, a new method is proposed by the author. The research employs
ensemble machine learning techniques using CNN to classify the bone fracture
images with stacking methodology for reliable and robust classification. The result
shows that the ensemble method is more reliable and forms a robust output than the
manual works from the providers [33].

The classification of shoulder images using X-ray images with deep learning
ensemble models for diagnosis, with the data gathered from the X-ray images from
magnetic resonance imaging and computer tomography. The target of the research
is to determine the state of the images through classification using artificial intelli-
gence. The study employs twenty-six deep learning models to detect the shoulder
fracture and evaluate using the musculoskeletal radiographs datasets, together with
ensemble learning models. The twenty-eight classification was performed and the
overall accuracy was from Cohen’s kappa. The best score was 0.6942, taking an
ensemble of ResNet34, DenseNet169, DenseNet201, and a sub-ensemble of differ-
ent convolution networks [34].

In 2019 some authors constructed Xception, Resnet, and Inception-V3 CNNs to
determine appearance of fractures on the ankle through ensemble methods. The
approach involved using five hundred and ninety-six ankle cases both the normal
and abnormal for the processing. The programming language applied is Python
with the TensorFlow framework. The outputs were in radiographic views of one
and three. The ensembles were made from combined convolutional networks, and
the voting approach was applied to incorporate results from the views and ensemble
models. The results show 81% accuracy despite the small dataset used [35].

Furthermore, in 2021 an investigation was done for the detection of tuberculosis
in x-ray images of the chest via Ensemble Learning method together with hybrid
feature descriptors as Tuberculosis (TB) is a major health challenge that has a record
of high mortality and early diagnosis is key to early control of the disease. The
author proposed an innovative approach to TB detection that combines hand-
crafted features with deep features using convolutional neural networks through
Ensemble Learning. The dataset captured from Montgomery and Shenzhen for the
critical evaluation of the system. The result shows the distinction of the Ensemble
machine Learning method over the other classifier as a single unit in classifications
as the operating characteristics curve reaches 0.99 and 0.97 respectively from the
Shenzhen and Montgomery [36].

In the Ensembles Learning for COVID-19 Detection using Chest X-Rays. The
development applied Ensemble approach for the X-ray classification in detecting
pulmonary manifestation of COVID-19 is established. The methodology entails a
customized convolutional neural network and ImageNet pre-trained models while
the dataset is from publicly available collections. The best predictions from the best
accurate models are combined via different Ensemble approaches for better perfor-
mance evaluation. The result shows a major improvement of 99.01% accuracy and
the area under the curve to be 0.9972 for the detection of COVID-19 on the dataset
collections. The blend of the iterative, Ensemble, and modality bases knowledge
transfer shows a major improvement in the prediction level [37].
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3. Ensemble methods and design analysis

The ensemble system of machine learning application is a type of method that
allows the combination of multiple models to produce an output that is improved
and enhanced than applying the single model. The ensemble predictive model
generated is to have a decrease in variance (bagging), bias (boosting), or to improve
the predictions (stacking). The ensemble machine learning methods consist of
sequential, parallel, homogenous and heterogenous ensemble, while the technical
classifications of ensemble method are, bagging, boosting, stacking, and random
forest [38].

3.1 Ensemble methods

In the continuous method, the base learners (where the data dependency stays)
are being initiated successively. Moreover, there is a dependency on the former data
of all other data in the base level and to get the performance analysis of the system,
the wrongfully-labeled are adjusted based on the weight. An example of this type of
analysis is the boosting method. The parallel methodology ensures that the base
learner is initiated in a parallel manner and the data dependency is not available,
and all the data are generated separately. A very good example of this model is the
stacking method [38].

The homogenous ensemble method can be applied to a large number of the
dataset as it employed the combination of the very same types of classifiers. The
dataset is always different for each classifier and the model works well following the
results collection for each of the classifier models. The feature selection method is
the same for different training of data. The major disadvantage of this type of model
is that the computational cost is very expensive. The popular type of this model is
the bagging and boosting method. Conversely, the heterogeneous ensemble method
combines different classifiers and each of them is generated on the same data, these
types of methods are used for small datasets and the feature selection method is
different for the same training dataset. An example of this type of classifier is
stacking [38].

3.2 Technical classification of ensemble approach

3.2.1 Bagging

The bagging method ensemble learning represents the bootstrapping and aggre-
gation of combining two models into one ensemble model. Bagging uses random
sampling to reduce the variance of the model by creating more data at the training
stage of the model and every element in bagging has a way to appear in the new
dataset. This method decreases the variance and narrowly changes the prediction to
an expected output [38].

3.2.2 Boosting

The boosting method of ensemble classification makes use of a continuous
method of classifying based on the features that the next model will utilize. The
boosting methods make a stronger learner out of a weak learner model using weight
average. The much stronger trained model relies on the multiple weak trained
models. The weak learner is the one with the less correlated true classification and
the next one is improved over the last one which will be a bit more correlated, the
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aggregation of the weak learners makes up the strong learner that is well correlated
with accurate classification [38].

3.2.3 Stacking

In the stacking method, a different classifier is also used using the regression
techniques or multiple combinations of the models. The operation involves training
the lower-level with the entire dataset in which the outcomes are used to train the
combined model. This is different from boosting in the sense that the lower level is
in line with parallel trained. The prediction from the outcome of the lower level
forms the next model as a stack. The stack operation is such that the top of the stack
is the most trained and has goo prediction while the down of the stack is the least
trained. The predictions continue until the best surfaced with fewer errors [38].

3.2.4 Random forest

The random forest models employ tree operations to carry out the sampling of the
dataset. The tree is fitted on bootstrap samples and the output is aggregated together
to reduce variance. It uses the features to sample the dataset in a random subset for
the creation of the tree to reduce the correlation of the outputs. This model of random
forest is best for determining the missing data as it selects a random subset of the
sample to reduce the possibility of having common prediction values, with each tree
having a different structure. The resultant variance result from the average of the
lesser prediction from different trees gives better output [38].

3.3 Ensemble framework

In machine learning, ensemble methods and/or models employ the blend of
different learning algorithms to give a better predictive performance that displays
an outcome that surpasses what could be gathered from the single application of
any of the learning models. Experimentally, ensembles models produce a more
improved output as there is major distinctiveness among the model. The ensemble
framework is depicted in Figures 2 and 3 below.

3.4 Ensemble framework component

The framework of ensemble learning as depicted in Figure 2 consists of the
dataset, samples of data, different types of learners and the predicted output.
The dataset denotes the medical images such as Ultrasound, Plain X-Rays,
Mammography, Fluoroscopy, Computed tomography (CT), including CT angiog-
raphy, Magnetic Resonance Imaging (MRI), and Magnetic Resonance Angiography
(MRA), Nuclear medicine, and Positron Emission Tomography e.tc. The samples
are the data to be trained by each model of the classifier before combing them
together for the ensemble classifier to aggregate all the model predictions.

3.5 The classification and prediction block diagram

The block diagram of the system incorporates the following: The dataset is the pre-
processed images that will be divided into training and validation set. The input
function is then activated while estimate or facilitates construction and training of the
models with appropriate APIs that include four sequential actions, they are training,
evaluation, prediction, and export. The training and evaluation will be looped. The
training setcompute the loss and adjust the weights of the model using gradient
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descent, the evaluation set validate the model while training and adjust the learning
rate then and take the best version of the model, while the test set is used to compare
different model approaches, and report the final result of the model (Figure 4).

3.6 Methodology

3.6.1 Techniques/method(s)

Different tools that can be adopted for this type of research include the
following:

Figure 3.
Block diagram of the classification and prediction.

Figure 2.
Ensemble framework for prediction and classification of medical images.
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i. TensorFlow image recognition with object detection.

ii. Python programming language for scripting.

iii. Evaluation using MATLAB

3.6.2 Data extraction

Data will be extracted from themedical images represented by the distribution of
pixels. To improve the data, standardization of the data is necessary before the applica-
tion of theprincipal component analysis and thesewill enable each of the feature tohave
its mean = 0while the variance = 1Mathematically, this can be done by subtracting the
mean anddividingby the standarddeviation for eachvalueof eachvariable. PCAmakes
maximum variability in the dataset more visible by rotating the axes.

Z ¼ x� μ

σ
(1)

3.6.3 The use of covariance matrix

The next step is to create a covariance matrix by constructing a square matrix to
express the correlation between two or more features in a multidimensional dataset.

3.6.3.1 Principal component analysis

The PCA is used for technique dimensionality reduction with the operation of
using measurement vector for distance classification, it explores the pattern

Figure 4.
Decision tree structure with tree and subtree.
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recognition techniques [39]. It is best used for feature extraction, removal of
redundancy, and feature extractions. A simple analysis of the PCA algorithm for
image classification is given below. The PCA employs the Eigenvectors and Eigen-
values by the sorting of the eigenvectors in highest to lowest order, then select the
number of principal components using the following equations:

PC1 ¼ w1,1 Feature Að Þ þw2,1 Feature Bð Þ… :þwn,1 Feature Nð Þ (2)

PC1 ¼ w1,2 Feature Að Þ þw2,2 Feature Bð Þ… :þwn,2 Feature Nð Þ (3)

PC1 ¼ w1,3 Feature Að Þ þw2,3 Feature Bð Þ… :þwn,3 Feature Nð Þ (4)

The first of the principal components (PC1) is a synthetic variable built as a linear
combination to determine the magnitude and the direction of the maximum variance
in the dataset. The second principal component (PC2) is also a synthetic linear combi-
nation that captures the remaining variance in the data set and is not correlated with
PC1. The rest of the principal components likewise capture the remaining variation
without being correlated with the previous component. PCA allows resizing of medical
images, patterns recognition, dimensionality reduction, and visualization of
multidimensional data. The covariance matrix is symmetrical and has the form:

C ¼
w11 w12 w13
w21 w22 w23
wn1 wn2 wn3

(5)

eigenvalues of matrix C are the variances of the principal components.

PCi ¼ wi1X1þwi2X2þ … :wipXp (6)

Where var(Pcii) = λi and the constants wi1, wi2,… , wip are the elements of the
corresponding eigenvector,

Therefore, w2
i1 þw2

i2 þ … :þw2
ip ¼ 1 (7)

The sum of variances of the PCA is equal to the sum of variances of the original
variances. The principal components contain all the variation of the original data.

3.6.3.2 Logistic regressions

Logistic regression is a linear algorithm (with a non-linear transform on output).
It can have a linear relationship between the input variables and the output. Data
transformation can come from the input variables result in a more accurate model
[40]. In the following Eqs. (8)-(10) z is the output variable, x is the input variable
where w and b will be initialized as zeros, to begin with, and they will be modified
by numbers of iterations while training the model. The output z is passed through a
non-linear function. The commonly used nonlinear function is the sigmoid function
that returns a value between 0 and 1. The logistic regression uses the basic linear
regression formula as:

for a 0≤h θ xð Þ≤ 1 binary
� �

(8)

hθ xð Þ ¼ ωxþ bð Þ, where θ is the vector of parameters w, bð Þ (9)

g zð Þ ¼ 1
1þ e�z Where g zð Þ is the Sigmoid function (10)
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hθ xð Þ ¼ 1
1þ e� ωxþbð Þ (11)

To train a logistic classifier hθ xð Þ for each class of y prediction gives:

ypredict ¼ g zð Þ ¼ 1
1þ e�z Sigmoid Functionð Þ which is optimized: (12)

3.6.3.3 Decision tree

The building of the decision tree begins with the root and then moves to the sub-
nodes. The nodes represent characteristics features that represent the decision
points, hence the information is classified. The nodes are linked at different levels to
each other by branches that represent different decisions made by testing the status
of the features in the node. It is a type of supervised machine learning algorithm
that uses the if and else statement with a tree data structure for its operation [41].

The decision tree algorithm is based on the use of Shannon Entropy which
determine the amounts of information of an event. If the probability distribution is
given P as P = (p1, p2, P3, … , Pn), with a sample data S, the information carried by
this distribution is called the Entropy of P and is given by the following equation,
where (Pi) is the probability that the number (i) will appear during the process.

P ¼ p1, p2, P3, … , Pnð Þ (13)

Entropy Pð Þ ¼
Xn
i¼1

Pi X log Pið Þ (14)

Gain P,Tð Þ ¼ Entropy Pð Þ �
Xn
j¼1

Pj X Entropy Pjð Þð Þ (15)

Where Pj is a set data of all values of (T).

3.6.3.4 Artificial neural network

Neural networks use set of algorithms to recognize patterns in medical images
through machine perception, labelling of the raw input. The layers are made of
nodes [42]. loosely patterned. A node combines input from the data with a set of
coefficients, or weights, that either amplify or dampen that input, thereby assigning
significance to inputs concerning the task the algorithm is trying to learn. These

Figure 5.
Neural network modeling and output function.
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input-weight products are summed and then the sum is passed through a node’s
so-called activation function, to determine whether and to what extent that signal
should progress further through the network to affect the outcome (Figure 5).

The input layer is denoted by X1, X2, X3, …Xn, (16)

the first input is X1 and the other several inputs to Xn.

Figure 6.
Flowchart diagram of the classification and prediction.
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The connection weight is also denoted by W1,W2,W3, …Wn: (17)

The weight signifies the strength of the node.

a ¼
Xn
j¼1

wθx j þ b (18)

Where a is the output generated frommultiple input. The output is a weighted
combination of all the inputs. This output a is fed into a transfer function f to produce y.

3.7 The system flowchart

Image Pre-processing: The aim of this process is to improve the image data
(features) by suppressing unwanted distortions and enhancement of some impor-
tant image features so that our Computer Vision models can benefit from this
improved data to work on. Detection of an object: Detection refers to the localiza-
tion of an object which means the segmentation of the image and identifying the
position of the object of interest. Feature extraction and Training: This is a crucial
step wherein statistical or deep learning methods are used to identify the most
interesting patterns of the image, features that might be unique to a particular class,
and that will, later on, help the model to differentiate between different classes.
This process where the model learns the features from the dataset is called model
training. Classification of the object: This step categorizes detected objects into
predefined classes by using a suitable classification technique that compares the
image patterns with the target patterns (Figure 6).

4. Discussion

Ensemble machine learning application method for the classification and pre-
diction of medical images is proposed in this study. The study focuses on the use of
different machine learning algorithm as a combined model to get better result as a
result of the aggregation of the models. The images will be first pre-processed,
augmented, fed into the classifier for training and testing for evaluation and then
the predicted result.

5. Conclusion

Conclusively, the traditional approach of reading results from medical images by
the care providers cannot be devoid of errors as well as the time take to predict the
result of such images. In case of emergencies, early detection of any ailment will
attract prompt, treatment and time management is also a vital aspect of the process.
The application of Ensemble machine learning algorithms to medical imaging is a
justifiable approach to obtain a better accuracy compared to the single classifier or
even the traditional reading of results from the radiologist. This paper established a
brief study that enclosed different machine learning algorithms and the combina-
tions to make an ensemble learning classifier. More so, it stated the positive effect of
having an ensemble approach for the prediction and classification of medical imag-
ing. The paper also includes some of the reviews that are relevant to the study area.
The explanation of medical images is one of the most demanding aspect of predic-
tion and classification of diseases that occurs daily in medical diagnosis. The appli-
cation of machine learning in the classification and prediction of medical images is
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growing at a geometric rate. A high level of precision and knowledge in the specific
field may be required for accurate inference. The effectiveness and the efficiency of
the combinations of different machine learning algorithm will enable better under-
standing of biological integration and analysis of knowledge as it improves access
and transition in healthcare. The impact will reduce cost, earlier detection of dis-
eases and accurate interpretation of results than using the single model. The
research has the potential to cause a major shift in the field of medicine.
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Chapter 5

Delivering Precision Medicine
to Patients with Spinal Cord
Disorders; Insights into
Applications of Bioinformatics and
Machine Learning from Studies of
Degenerative Cervical Myelopathy
Kalum J. Ost, David W. Anderson and David W. Cadotte

Abstract

With the common adoption of electronic health records and new technologies
capable of producing an unprecedented scale of data, a shift must occur in how we
practice medicine in order to utilize these resources. We are entering an era in
which the capacity of even the most clever human doctor simply is insufficient. As
such, realizing “personalized” or “precision” medicine requires new methods that
can leverage the massive amounts of data now available. Machine learning tech-
niques provide one important toolkit in this venture, as they are fundamentally
designed to deal with (and, in fact, benefit from) massive datasets. The clinical
applications for such machine learning systems are still in their infancy, however,
and the field of medicine presents a unique set of design considerations. In this
chapter, we will walk through how we selected and adjusted the “Progressive
Learning framework” to account for these considerations in the case of Degenera-
tive Cervical Myeolopathy. We additionally compare a model designed with these
techniques to similar static models run in “perfect world” scenarios (free of the
clinical issues address), and we use simulated clinical data acquisition scenarios to
demonstrate the advantages of our machine learning approach in providing
personalized diagnoses.

Keywords: Precision Medicine, Personalized Medicine, Neural Networks,
Degenerative Cervical Myelopathy, Spinal Cord Injury, Continual Learning,
Bioinformatics

1. Introduction

The classical practice of medical is undergoing a transition as new scales of data
production become increasingly common. This transition presents the field with
major analytical challenges that necessitate new and creative ways of engaging. The
use of machine learning is one of the most important developments supporting this

79



transition, as its methods are ideally suited (and in fact benefit from) the massive
scale of data collection that is increasingly becoming the norm. With the rapid
growth in high-throughput technologies for genetics, proteomics, and other biolog-
ical metrics, alongside the recent wide-spread adaptation of electronic health
records [1, 2], more data than ever has become available to feed into a machine
learning system. The classical practice of medicine is typified by giants such as Dr.
William Osler [3] whose diagnostic acumen improved the lives of many. In the very
near future (and, in many cases, the present), physicians and diagnosticians will
work with more data than they could possibly interpret. Machine learning is one of
many tools which will help alleviate this, helping to guide many diagnostic and
therapeutic decisions made by the clinical team, and if implemented well, should
support patients’ overall health. This potential realization of “precision medicine” is
based on the belief that each patient has unique characteristics which should be
accounted for when treating them [4].

While precision medicine has already demonstrated major benefits in fields like
pharmacology [5] and oncology [6–8], a number of potential applications remain in
other medical fields. In this chapter, we will demonstrate this using spinal cord
disease, specifically by examining its application to Degenerative Cervical Myelop-
athy (DCM). DCM is a condition when the bones and joints of the human neck
(cervical spine) degenerate with age, causing a slow progressive ‘squeeze’ of the
spinal cord. This progressive condition has a significant effect on patient quality of
life. Symptoms include pain, numbness, dexterity loss, gait imbalance, and sphinc-
ter dysfunction [9, 10], with symptoms often not appearing until permanent dam-
age has already occurred [11]. MRI scans are typically used as part of the diagnostic
process, and demographic factors have also been shown to be effective in predicting
DCM severity [12]. An additional challenge is that patients can exhibit the hall-
marks of DCM without developing symptoms [13], suggesting that a wide range of
factors may be contributing to the illness’s severity. Despite all of this, research into
precision medical approaches and diagnostics have been sorely lacking; to the best
of our knowledge, only 4 published studies involving DCM (also referred to as
Cervical Spondylotic Myelopathy) exist which utilize machine learning [7, 14–16],
coming from only three different groups (including our own), and with only one
utilizing MRI data [16].

In this chapter, we will discuss how we went about designing a machine learning
process, focusing on considerations required for clinical data specifically. We first
explore how data should be managed and stored, before moving into data prepara-
tion procedures. Finally, we move onto the design considerations for the machine
learning model. We will focus on models made for diagnostic prediction, rather
than outcome prediction; however, we intend this only as a first step in using
machine learning to support patient care, with future work moving toward models
that provide personalized therapeutic recommendations as well. Throughout this
chapter we will apply the techniques being discussed to DCM to help contextualize
them. Some preliminary results for the final resulting system will also be shown, as
a ‘proof-of-concept’, using the CIFAR-10 dataset modified to replicate clinical cir-
cumstances. We hope that this will provide a road-map for future machine learning
driven precision medicine projects to follow.

2. Precision medicine machine learning system design

We have previously published work using spinal cord metrics generated by the
Spinal Cord Toolbox [17] alongside simple linear and logistic regression models
[16]. While it found moderate success, our results suggested that complex aspects of

80

Machine Learning - Algorithms, Models and Applications



the spinal cord morphology are likely the key to an accurate model, with simple
regression analyses alone appearing to be insufficient. Said study also only used
MRI-derived metrics, resulting in our model being unable to use non-imaging
attributes to support its diagnostic conclusions, something which has been shown to
aid model accuracy in other studies [18]. Finally, our prior models were static in
nature, and thus had to be rebuilt each time new data became available. While this
may be tractable for simple models (which can be rebuilt very quickly), more
complex models require more computational investment, and as such would
become far too difficult to manage as the dataset grows. As an additional concern,
there is reason to believe that the trends in our collected metrics are likely to change
over time as societal, behavioral, and environmental changes occur, influencing
DCM epidemiology [19], resulting in prior trends becoming obsolete or less signif-
icant. As such, an ideal model would be able to adapt to these changes as they arise,
without the need of manual correction.

2.1 Data management

As previously mentioned, a key consideration in the clinical use of machine
learning is that clinical data does not remain fixed. As new patients arrive and have
their data collected and current patients see their disease state change, the relevant
data that can be leveraged will change and expand over time. One possible approach
is to retrain our machine learning model from scratch each time we update our
dataset; this would become incredibly time and resource consuming as the dataset
grows, however. Thankfully, advancements in continual learning in the last 5 years
provide an elegant solution [20] (which we discuss in Section 3). To use these
techniques effectively, we will need to consider the best way of optimizing how
data is collected, stored, accessed, processed, and reported. Ideally, these data
management systems should be malleable, extendable, and easy to use, so they may
remain useful long-term in a ever-changing clinical environment. This section will
focus on detailing methodologies for achieving this, accounting for the challenges
presented by ongoing clinical data collection in the process.

2.1.1 Acquisition and storage

Ideally, our clinical dataset would include any and all relevant features that can
be reliably and cost-effectively obtained. In reality, the specific data elements (or
“features”) will vary both across patients and over time (as new diagnostic tests
come available or as ethical rules/constraints are updated). As such, an ideal data
management approach should be capable of adapting to variable data feature col-
lection over time, while still allowing new patients to be included. For ethical
reasons, the storage system also needs to be set up so that data can be easily
removed, should patients request their data be purged or if privacy rules require it.

In our facility, we addressed these considerations by creating a non-relational
document database system using MongoDB. This allows for new features to be
added and removed on-the-fly via a modular framework of ‘forms’, which specify
sets of related features that should exist inside a single document ‘type’. These
documents can then be stored within a larger super-document (which we will refer
to as a ‘record’) for each specific patient. This results in a large dataset containing all
relevant features organized in an individual-specific manner. Each form acts as a
‘schema’, specifying what features can be expected to exist within each patient’s
record. With MongoDB, this allows features to be added and removed as needed
without restructuring the entire database [21], which would risk data loss. If new
features are desired, one can simply write a new form containing said features and
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add it to the system; previous entries without these new features can then be treated
as containing “null” values in their place, thereby enabling them to still be included
in any analyses performed on the data. Should features need to be removed, the
form containing them can either be revised or deleted entirely. This results in the
features effectively being masked from analysis access without deleting them from
the database itself, allowing for their recovery in the future.

Our system also has the added benefit of allowing for the creation of ‘output’
forms, which capture and store metrics generated from data analyses. This enables
the same system that collects the data to also report these analytical results back to
the original submitter via the same interface. These output forms can also be stored
alongside forms containing the original values that were provided to the analysis,
making both easily accessible when calculating error/loss.

In our DCM dataset, all features (including MRI sequences) were collected at the
time of diagnosis and consent to participate in our longitudinal registry associated
with the Canadian Spine Outcomes and Research Network [22]. This registry col-
lects hundreds of metrics on each patient, including a number of common diagnos-
tic tests, with each being stored in the database as a single form. Most notably, this
includes the modified Japanese Orthopedic Association (mJOA) scale form [23].
This is important for our study as we used this diagnostic assessment of DCM
severity as the target metric for model training purposes. The MRI sequence form
(which contains our MRI sequences alongside metadata associated with how they
were obtained) and demographic information about the patient (including metrics
such as name, age, and sex, among others) are also represented by one form each
within our system. A simplified visualization of this structure can be seen in
Figure 1.

This system can also allow pre-built structures to be re-created within it. For
example, our MRI data is currently stored using the Brain Imaging Data Structure
(BIDS) format [24]. This standardized data structure has directory hierarchies
according to the contents of the file, with metadata describing the contents of the
directory “falling through” to sub-directories and documents nested within it.
These nested directories can then contain new metadata which overrides some or all
of the previously set values, allowing for more granular metadata specification.
Such a structure is conducive to our system, with said “nested” directories acting as
features within forms, or forms within records; features could even consist of sets of
sub-features (such as our MRI feature, which contains the MRI image and its
associated metadata bundled together). Such nested structure can then specify
“override” values, as they become needed.

2.2 Cleaning and preparation

The raw data collected in a clinical setting is almost never “analysis ready”, as
factors like human error and/or missing data fields must be contended with. Strat-
egies for “cleaning” data can vary from dataset to dataset, but for precision medi-
cine models there are some common standards. First, such protocols should work
on a per-record basis, not a full-data basis. This is to avoid the circumstance where
adding entries with extreme values would skew the dataset’s distribution,
compromising the model’s prior training (as the input metrics are, in effect, re-
scaled), resulting in an unrealistic drop in model accuracy. Per-record internal
normalization, however, typically works well, so long as it remains consistent over
the period of the model’s use. Some exceptions to this exist; for example, exclusion
methods may need to be aware of the entire dataset to identify erroneous records.
Likewise, imputation methods will need to “tap into” other available data to fill in
missing or incorrect data points within each record.
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It is often the case that data is obtained from multiple different sources (e.g.
different clinics, practitioners, hospitals, labs, databases, etc.), which may have
varying protocols and/or environmental differences that can structurally influence
the resulting measurements. If the model could be retrained from scratch every
time new data was obtained, these batch effects could be easily removed [25]. In
iteratively trained systems, however, this would result in the same issue as full-data
normalization; new entries causing fall-through changes in the entire dataset.
However, under the assumption that batch effects have less influence on the data
than ‘true’ contributing effects, it has been shown that systems which learn itera-
tively can integrate batch effect compensation directly into their training for both
numeric [26] and imaging [27] metrics, thereby resolving the issue.

Coming back to our DCM example, our data consists of demographic informa-
tion (which included a mix of numerical and categorical data), diagnostic data (also
numerical and categorical), and 3-dimensional MRI sequences data (which also
contains meta-data describing its acquisition method). For numerical and categori-
cal data, our processing procedures are minimal, consisting of a quick manual
review to confirm that all required features were present. As our dataset was
relatively large, we opted to simply drop entries which contained malformed or
missing data. New patient entries with errors were either met with a request to the
supplier for corrected data, or had true values imputed for prediction purposes [28].
Categorical data is then one-hot encoded, while numerical data is scaled between 0
and 1 for values with know minimums and maximums. We had access to multiple
different MRI sequencing methodologies as well, but focus on T2w sagittal oriented
sequences based on our prior tests with the data [16]. MRI sequences are then
resampled to a voxel size of 1mm3 and the signal values normalized to a 0 to 1 range.

Figure 1.
A simplified example of how data is stored and managed in our theoretical system. Each feature tracked is first
bundled into a ‘model’, which groups related features together alongside a descriptive label. These models act as
a schema for any data analysis procedures to hook into, and can be modified, removed, and created as needed.
Model instances are then stored in ‘records’, which represent one entry for any analysis system which requires it
(in our case, that of one patient enrolled in our DCM study). A data structure like this can be easily achieved
with any non-relational database system; in our case, we opted to use MongoDB.
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Unlike our numerical results, this was done based on per-image signal minimum
and maximum, in an attempt to account for variations in signal intensity variation,
aiding in batch effect removal in the process.

3. Machine learning model design

Like the data management system, machine learning models designed for preci-
sion medicine need to be able to accept new data on an ongoing basis. The data
contents may change over time as new discoveries about the illness are made,
though it can be safely assumed that new data will be related to old data in some
way. Contents of new data cannot be expected to be well distributed across target all
target metrics. All of these requirements make precision medicinal systems a perfect
use-case for continual learning systems.

Continual learning systems are characterized by their iterative training, as well
as the ability to ‘recall’what they learn from prior tasks to help solve new ones. Each
of these tasks are assumed to be related, but contain non-trivial variation. This
means the model must be flexible to change, while avoiding completely
reconstructing itself after each new task, which could result in it ‘forgetting’ useful
prior learning. These capabilities are referred to, respectively, as forward transfer
(the ability to leverage prior learning to improve future analyses) and backward
transfer (the ability leverage new knowledge to help with prior tasks).

Promising progress has been made in designing continual learning systems [20],
to the point of a preliminary frameworks being devised to develop them. For this
chapter, we will be using Fayek et. al’s Progressive Learning framework [29] as a
baseline reference, though some changes were made to account for precision med-
icine applications.

3.1 Initial network structure

All networks need to start somewhere, which for all intents and purposes acts
like a classical static machine learning system. Neural networks are the system of
choice for these processes, as they allow for multiple data types to be analyzed
simultaneously, being able to be constructed in a modular fashion to match up with
our data storage structure detailed prior. Depending on the data, what this entails
will differ. For data with implicit relations between features (such as MRI images
with their spatial relations), Convolutional Neural Network (CNN) systems have
been shown to be extremely effective [30]. CNNs are also among the most compu-
tational efficient neural networks to train and run [31, 32], making them ideal for
low resource systems. For other data, a Densely Connected Learning Networks
(DCLNs) may be more appropriate. The complexity of these networks can be tuned
to fit the problem. These models tend to be over-parameterized, however, poten-
tially causing them to “stick” in one place or over-fit to training data; this is
mediated somewhat via model pruning, discussed later in this section. The choice of
available models is ever-changing, however, so one should find the model structure
which best fits their specific case.

For progressively learning models, one further constraint exists; it must be able
to be cleanly divide its layers into ‘blocks’. As discussed in Fayek et. al’s framework
[29], this is necessary to allow for the model to progress over time. How these
blocks are formed can be arbitrary, so long as each block is capable of being
generalized to accept data containing the same features, but of different shape (as
the size of the input data grows resulting from the concatenation operation
discussed later in this section). One should also keep in mind that the block
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containing the output layer will be reset every progressive iteration, and should be
kept as lightweight as possible.

For DCM, this would be accomplished via multiple layers running in parallel. For
MRI inputs, being 3D spatial sequences, something like a 3D DenseNet similar to that
employed by Ke et al. [33] could be used. The DenseNet could be run alongside
DCLN blocks in parallel to read and interpret our linear data (demographics, for
example), grouped with the DenseNet blocks to form the initial progressive learning
model. A diagram of this structure, using the same structure mentioned prior
(Figure 1), with a simplified “MRI”model present, is shown in Figure 2.

For the purposes of comparison with the original Progressive Learning frame-
work, however, our testing system will instead use their initial model structure [29].

3.2 Iterative training data considerations

Once this initial framework is in place, it then needs to prove capable of
accepting new patient data, updating itself as it does so. Given that the measure-
ments of patients enrolling in clinical illness studies can be sporadic in terms of
when and how often they are made, data for this system will need to be collected
over time until a sufficiently large ‘batch’ of new records is acquired. Ideally large

Figure 2.
An example of the initial neural network structure for use in precision medicinal systems. Note that each form
receives its own “branch” block (presented within the model block column) which is used to interpret the form’s
contents. As a result, each branch’s structure can be tailored to suit the form’s contents, allowing for modular
addition or removal of model’s feeding into the network’s design as needed. The results of each of these branches’
interpretations are then submitted to a set of “merging” blocks, which attempts to combine these results together
in a sensible manner, before a final “output” layer reports the model’s predictions for the input. The output layer
is also modular, allowing for extension and/or revision as desired.
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batches would be collected which are sizable enough to be split into multiple smaller
batches, allowing for curriculum formation as detailed in the subsequent section. In
many cases this is simply not feasible due to the time required to obtain such large
batches. In this circumstance, each batch acts as a single ‘curriculum’ provided to
our network in effectively random order. Thankfully, the curriculum stage appears
to be the least significant stage of the Progressive Learning framework [29]. The
size of these batches will depend heavily on howmuch data one expects to be able to
collect in a given period of time and how regularly one wishes to update the model.
For categorical data, each batch should include at least two of every category (one
for testing, one for validation), which may influence how many samples one needs
to acquire. We recommend a slightly larger batch sizes when linear data is brought
into the fold, to account for the increased variety. With our DCM dataset, with a
categorical output metric (the mJOA-derived DCM severity class, consisting of 4
classes), a batch of 20 patient records was selected. Data augmentation of this new
data can also be utilized to increase the number of effective records being submit-
ted. However, one should avoid using data from records in previous training cycles,
as it can lead to a the model failing to adopt novel data trends in newer results.

3.3 Continual learning

Here, we will focus on detailing a framework based on Fayek et. al’s Progressive
Learning Framework [29], which consistes of three stages; curriculum, progression
and pruning.

3.3.1 Curriculum

Given sufficiently large batches of new data can be collected in a timely manner,
one can utilize the curriculum stage; at least three times the number of records per
batch being collected in a 6 month period seems to be a good cutoff for this, though
this can differ depending how rapidly one expects disease trends to change. This
stage, as described in Fayek et. al’s framework [29], is composed of two steps;
curricula creation and task ordering. In the creation step, the batch is split into sub-
batches, with each being known as a ‘curriculum’. How this is done depends on the
data at hand (i.e. categorical data requires that each curriculum contains data from
each category), but can otherwise be performed arbitrarily. Once these curricula are
formed they are sorted based on an estimate of how “difficult” they are, from least
to most. Difficulty estimation can be as simple as running a regression on the data
and using the resulting loss metric. The sorted set of curricula are then submitted to
the network for the progression and pruning stages, one at a time. This allows for
the network to learn incrementally, picking up the “easier” trends from earlier
curricula before being tasked with learning more “difficult” trends in later ones.

In precision medicine, however, collecting sufficient data in a useful time span is
often not possible. In this case, this stage can be safely skipped; the smaller batches will
simply act as randomly sampled, unordered curricula. How “large” this is depends on
the batch size selected earlier; one should collect at least three batches worth to
warrant the additional complexity of the curriculum stage. For our DCM setup, we fell
below this level, as we intend on updating as often as possible, and as such intended on
utilizing new batches as soon as they were collected. We believe that in most precision
medicine examples this is likely to be the case, though in some situations (such as the
ongoing COVID-19 pandemic), the scale of patient data collection may make the
curriculum stage worth considering. Employing few-shot learning techniques may also
allow for smaller subsets of data to form multiple batches as well, though the efficacy
of such procedures has yet to be tested in this context.

86

Machine Learning - Algorithms, Models and Applications



3.3.2 Progression

In this stage, new blocks of layers are generated and concatenated to previously
generated blocks in the model. The new input-accepting block is simply stacked
adjacent to the prior input blocks in the model, ready to receive input from records
in our dataset. Each subsequent new block, however, receives the concatenated
outputs of all blocks from the prior layer, allowing it to include features learned in
previous training cycles. The final block, which contains the output layer, is then
regenerated entirely, resulting in some lost training progress that is, thankfully,
usually quickly resolved as the model begins re-training.

The contents of these added blocks depends on the desired task and computa-
tional resources available. Large, more complex blocks require more computational
resources and are more likely to result in over-fitting, but can enable rapid adaption
of the network and better forward transfer. In the original framework [29], these
blocks were simply copies of the original block’s architecture, but reduced to
approximately half the parameters. However, one could instead cycle through a set
of varying block-types, based on how well the model performed and whether new
data trends are expected to have appeared. They could also be changed as the model
evolves and new effective model designs are discovered, though how effective this
is in practice has yet to be seen.

Once these blocks are added, the network is then retrained on the new batch of
data, generally with the same training setup used for the original set of blocks. During
this retraining, prior block’s parameters can be frozen, locking in what they had
learned prior while still allowing them to contribute to the model’s overall prediction.
This prevents catastrophic forgetting of previously learned tasks, should they need to
be recalled, though this usually comes at the cost of reduced overall training effec-
tiveness. However, if one does not expect to need to re-evaluate records which have
already been tested before, one can deviate from Fayek’s original design and instead
allow prior blocks to change along with the rest of the model. An example of pro-
gression (with two simple DCLN blocks being added) is shown in Figure 3.

For our DCM data, this is a pretty straightforward decision. New blocks would
simply consist of new 3D DenseNet blocks run in parallel to simple DCLN layers,
both containing approximately half the parameters as the original block set. The
output block is then simply a linear layer which is fed into a SoftMax function for
final categorical prediction. As we do not expect prior records to need to be
re-tested, we also allow prior blocks to be updated during each training cycle.

3.3.3 Pruning

In this stage, a portion of parameters in the new blocks are dropped from the
network. What parts of the model are allowed to be pruned depends on how the
prior progression stage was accomplished; if previously trained blocks have been
frozen, then only newly added elements should be allowed to be pruned to avoid
catastrophic loss of prior training. Otherwise, the entire model can be pruned, just
as it has been allowed to be trained and updated. The pruning system can also vary
in how it determines which parameters are to be pruned, though dropping param-
eters with the lowest absolute value weights is the most straightforward. These can
also be grouped as well, with Fayek et al. choosing to prune greedily layer-by-layer.
However, we have found that considering all parameters at once is also effective.
The proportion q dropped per cycle will depend on the computational resources and
time available. Smaller increments will take longer to run, whereas larger values will
tend to land further away from the “optimal” state of the network. An example of
the pruning stage is shown in Figure 4.
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The network, now lacking the pruned parameters, is then retrained for a (much
shorter) duration to account for their loss. In Fayek et al’s example, this process is
then repeated with progressively larger q proportions until a loss in performance is
observed. Alternatively, one can instead repeatedly drop the same percentile of
parameters each cycle from the previously pruned network. This has the benefit of
reducing the time taken per cycle slightly (the same weights do not need to be
pruned every cycle), while also leading to the total proportion of the pruned model
increasing more gradually per cycle, improving the odds that the model lands closer
to the true optimal size for the system. This pruning system has the potential to be
much slower, however (should the rare circumstance occur where all the new
parameters are useless, requiring more iterations overall). As such, in time-limited
systems, Fayek’s approach remains more effective.

This stage also allows for, in theory, dynamic feature removal. Should a model (or
feature within said model) cease to be available, one can simply explicitly prune the
parameters associated with that feature, in effect performing a targeted pruning
cycle. One would need to re-enable training of previously trained nodes to account

Figure 3.
An example of the progression stage, building off of the initial model shown in Figure 2. New nodes are
contained within the gray boxes, with hashed lines indicating the new connections formed as a result. Note that
input connections are specific to each form, only connecting to one’s inputs (in this case, only the Demographic’s
input), and not to those in the other branches (such as the MRI branch); this allows for shortcomings in
particular model’s contributions to be accounting for independently, without an extreme growth in network
complexity. Note as well that the merging layer (representing all non-input receiving blocks) forms connections
with all prior block outputs, however, regardless of which forms have received a new connected block. The entire
output block is also regenerated at this stage, providing some learning plasticity at the expense of initial learning.
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for this, however, leading to the possibility of reduced backward transfer. Depending
on how significant the to-be-removed features have become in the network, this may
need to be done over multiple pruning cycles; this should allow the network to adapt
to changes over time, reducing the risk of it getting ‘stuck’ in a sub-optimal state.

For our DCM data, the complexity of the illness and scope of the data makes it
extremely unlikely for a worst-case pruning issue to occur. As such, a 10% lowest
absolute weight pruning system, applied globally, is selected as our starting point,
iteratively applied until a loss of mean accuracy over 10 post-prune correction
epochs is observed.

4. Protocol assessment

4.1 Progressive learning ConvNet

4.1.1 Methodology

To confirm our protocol functions effectively in practice, we replicated the
CIFAR-100 analysis used in the original Progressive Learning paper [29], with a few
major changes to replicate a precision medicine environment (i.e. the kind of

Figure 4.
An example of the pruning stage, building off of the progression network shown in Figure 3. Note that only
newly formed connections are targeted for pruning by default, with pre-existing connections remaining safe.
Parameters themselves can also be effectively lost entirely (shown as nodes with no fill and a dashed outline)
should all connections leading into them get removed. This results in all connections leading out of them also
getting pruned by proxy.
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clinical context in which data is typically collected). First, only the CIFAR-10
dataset was used [34], rather than it being used as the model initialization dataset.
This was done to better reflect the clinical environment, where we are unlikely to
have a pre-established dataset which is known to be effective at preparing our
model for the task. The 10 categories of the CIFAR-10 dataset also represent the
average granularity usually used to assess many illnesses. Second, our datasets were
randomly split into 10 subsets of 6000 random images, with 5000 used for training
and the remaining 1000 used for validation. The contents of these subsets was
completely random, allowing for imbalance in the number of elements from each of
the 10 categories, reflecting how data collected in a clinical setting could occur.
Third, we skipped the curriculum stage, again to reflect the circumstances of clini-
cal data collection (wherein the scale of collection is insufficient). Fourth, our
framework was implemented in PyTorch [35] rather than TensorFlow [36] due to
its more robust network pruning support. Finally, data augmentation was
performed on each image to both discourage the model from memorizing data and
to simulate human error/variation in clinically acquired data. This results in a
problem which is slightly more difficult than the original setup devised by Fayek
et al., though for parity sake, we continued to use the same Convolution Network
design.

We tested 6 procedures, representing combinations of two different variations.
The first variation was whether the learning model trained as an independent
learning model, a progressive learning model with prior blocks frozen, or a pro-
gressive learning model with prior blocks being freely pruned and updated. For
independent learning procedures, the model was completely reset after each train-
ing cycle, whereas for progressive learning procedures the model persisted across
cycles (allowing for it to “apply” prior knowledge to new data). The second was
whether data was provided in batches (similar to a clinical setting), or submitted all
at once (the “ideal” for machine learning analyses). In batched procedures, data was
submitted one subset at a time, as described prior. A strict max wall time of 8 hours
was put in place for all protocols to simulate the limited resources (in both time and
hardware) that clinical settings often have. All protocols were run on a single Tesla
V100-PCIE-16GB GPU with 16GB of RAM and two Intel(R) Xeon(R) Gold 6148
CPUs run at 2.40GHz (speeding up initial protocol setup).

The initial architecture for all procedures is shown in Table 1. For progressive
learning procedures, new blocks were added which were half the size of the original
blocks, set to receive the the concatenated outputs of all blocks in the prior layer of
each set of blocks. All parameters were initialized randomly using PyTorch version
1.8.1 default settings. We used an ADAM optimizer with a learning rate of 0.001,
first moment β1 of 0.99, second moment β2 of 0.999, and weight decay λ of 0.001
during training. For progressive learning models, an identical optimizer with one
tenth the learning rate was used for post-pruning model optimization. Each cycle
consisted of 90 epochs of training. Progressive procedures were given 10 epochs per
pruning cycle, with pruning being repeated until the mean accuracy of the prior set
of epochs was greater than that of the new set of epochs, with the model’s state
being restored to the prior before continuing. The model’s training and validation
accuracy was evaluated and reported once per epoch. Protocol efficacy was mea-
sured via the max validation accuracy of the model over all cycles and epochs and
mean best-accuracy-per-cycle (BAPC) for all cycles.

4.1.2 Results

For our full datasets, the model achieved diagnostic classification accuracy
values of 80-85% for most of the results. The simple model, without progression
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and with full access to the entire dataset, reached a max accuracy of 81.13%, with a
mean BAPC of 80.71%. Adding progression to the process further improved this,
primarily though the pruning stage, with a max accuracy of of 84.80%. However,
the mean BAPC dropped to 77.44%, as prior frozen parameters in the model
appeared to make the model “stagnate”. Allowing the model to update and prune
these carried-over parameters improves things substantially, leading to a max
accuracy of 90.66% and a mean BAPC of 84.83%.

When data was batched, a noticeable drop in accuracy was observed, as
expected. Without progressive learning, our model’s max observed accuracy was
only 73.7% (a drop of 7.37%), with a mean BAPC of 71.75%. The progressive model

Block Number Type Size Other

1 2DConvolution 32, 3x3 Stride = 1

2DBatchNorm

ReLU

[Concatenation]

2 2DConvolution 32, 3x3 Stride = 1

2DBatchNorm

ReLU

2DMaxPooling 2x2 Stride = 2

Dropout r = 0.25

[Concatenation]

3 2DConvolution 64, 3x3 Stride = 1

2DBatchNorm

ReLU

[Concatenation]

4 2DConvolution 64, 3x3 Stride = 1

2DBatchNorm

ReLU

2DMaxPooling 2x2 Stride = 2

Dropout r = 0.25

[Concatenation]

5 Flatten

Linear 512

1DBatchNorm 512

ReLU

Dropout r = 0.5

6 [Concatenation]

Linear 20

Softmax

Table 1.
The basic structure of the convolutional neural network being tested on the CIFAR-10 dataset. Based on the
model used by Fayek et al. [29]. [Concatenation] indicates where the output of one set of blocks would be
concatenated together before being fed into new blocks in the following layer, and can be ignored for
independent learning tasks.

91

Delivering Precision Medicine to Patients with Spinal Cord Disorders; Insights…
DOI: http://dx.doi.org/10.5772/intechopen.98713



with frozen priors initially performed better, reaching its maximum accuracy of
75.9% in its first cycle, but rapidly fell off, having a mean BAPC of 66.0%. Allowing
the model to update its priors greatly improve the results, however, leading to a
maximum accuracy of 82.4% and a mean BAPC of 79.02%, competing with the
static model trained on all data at once.

A plot of each model’s accuracy for each model setup, taken over the entire
duration (all cycles and epochs) for both the training and validation assessments, is
shown in Figure 5.

4.2 DenseNet

4.2.1 Methodology

To confirm that the success of the setup suggested by Fayek et al. was not due to
random chance, we also applied the technique to another model which is effective
at predicting the CIFAR-10 dataset; the DenseNet architecture [37]. DenseNets are
characterized by their “blocks” of densely connected convolution layer chains,
leading to a model which can utilize simpler features identified in early convolu-
tions to inform later layers that would, in a more linear setup, not be connected
together at all. These blocks are a perfect fit for our method, as they can be

Figure 5.
The training progression of the ConvNet model replicated from Fayek et. al’s study [29] in various forms. From
left to right, the model on its own, reset after every cycle (static), a progressively learning model, with prior traits
frozen (progressive, frozen), and a progressively learning model, with all traits open to training and pruning
each cycle (progressive, free). Training accuracy is shown in blue, with validation accuracy shown in orange.
The maximum observed accuracy for each is indicated via a horizontal dotted (training) or dashed
(validation) line. The dotted horizontal lines indicate where the training of the model for a given cycle was
complete (not including the pruning of progressive models). Note that the total number of epochs taken between
these cycles differs from cycle to cycle in progressive models, as a result of the pruning stage cycling until a
validation accuracy loss was observed.
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generated and added to our progressive learning network just like any other set of
layers. DenseNets have also been shown to have better accuracy than classical
convolution nets within the CIFAR-10 dataset, reaching error rates of less than 10%
in many cases [37]. However, the dense connections make the networks extremely
complex, and they are generally highly over-parameterized as well, making them
prone to over-fitting in some cases.

Our testing methodology was largely identical to that of the Convolutional
network tested in the previous section. One change was to use a Stochastic Gradient
Descent (SGD) optimizer with an initial learning rate of 0.1. Training was done in
batches of 64, for a total of 300 epochs per cycle. The learning rate is reduced by a
factor of 10 when 50% and 75% of the epochs for each cycle has passed. The SGD
optimizer was set with a weight decay of 0.0001 and a momentum of 0.9. Dropout
layers with a drop rate of 0.2 were added after each block as well. The initial
architecture for the network was based on the ‘densenet-169’ architecture, and is
shown in Table 2, having a growth rate of 32, an initial feature count of 64, and

Block Number Type Size Other

1 2DConvolution 64, 7x7 Stride = 2, Padding = 3

2DBatchNorm

ReLU

2DMaxPooling 3x3 Stride = 2, Padding = 1

[Concatenation]

2 Dense Block Layers = 6 Bottleneck = 4, r = 0.2

Transition Block

[Concatenation]

3 Dense Block Layers = 12 Bottleneck = 4, r = 0.2

Transition Block

[Concatenation]

4 Dense Block Layers = 32 Bottleneck = 4, r = 0.2

Transition Block

[Concatenation]

5 Dense Block Layers = 32 Bottleneck = 4, r = 0.2

Transition Block

[Concatenation]

6 2DBatchNorm 1664

[Concatenation]

7 ReLU

2DAdaptiveAveragePool 1x1

Flatten

Linear 1664

Table 2.
The structure of the DenseNet mdoel being tested on the CIFAR-10 dataset. Based on the model used by Huang
et al. [37]. Dense block indicates a densely connected convolution block, with transition block indicating a
transition layer, both being detailed in Huang et. al’s original paper. [Concatenation] indicates where the
output of one set of blocks would be concatenated together before being fed into new blocks in the following
layer, and can be ignored for independent learning tasks. Where it appears, r indicates dropout rate for the
associated block.
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consisting of 4 blocks of densely connected convolution layers, each with 6, 12, 32,
and 32 convolution layers respectively. For progressive learning systems, new
blocks followed the same architecture with half the growth rate (16) and initial
features (32). These changes were made to maintain parity with the original
DenseNet CIFAR-10 test [37].

4.2.2 Results

For our full datasets, we saw an accuracy values of around 90%. The simple
model, without progression, reached a max accuracy of exactly 90%, but was only
able to run one cycle to completion before the 8 hour time limit was reached.
Adding progression to the process improved this slightly, resulting in a max accu-
racy of of 90.66%, but only barely completed its first pruning cycle before the time
limit was reached. As a result, the same accuracy was observed for both progressive
models with and without priors being trainable, as no new prior blocks were added.
Slight variations were still observed, however, due to how the model’s initialization
process differs.

When data was batched, a much more significant drop in accuracy occured as
compared to the Convolutional network. Without progressive learning, our model’s
max observed accuracy was only 69.9% (a drop of more than 30%), with a mean
BAPC of 65.87%. However, it was able to run for all 10 cycles within the allotted

Figure 6.
The training progression of the DeepNet model replicated from Huang et. al’s original ‘densenet-169’ model
[37] in various forms. From left to right, the model on its own, reset after every cycle (static), a progressively
learning model, with prior traits frozen (progressive, frozen), and a progressively learning model, with all traits
open to training and pruning each cycle (progressive, free). Training accuracy is shown in blue, with validation
accuracy shown in orange. The maximum observed accuracy for each is indicated via a horizontal dotted
(training) or dashed (validation) line. The dotted horizontal lines indicate where the training of the model for a
given cycle was complete (not including the pruning of progressive models). Note that the total number of epochs
taken between these cycles differs from cycle to cycle in progressive models, as a result of the pruning stage cycling
until a validation accuracy loss was observed.
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8 hour time span. The progressive model with frozen priors performed even worse,
reaching a maximum accuracy of 67.1% in its first cycle, and only completing
5 cycles before the time limit, only reaching a mean BAPC of 64.28%. Allowing the
model to update its priors somewhat improved the results, leading to a maximum
accuracy of 71.7% and a mean BAPC of 68.28%, showing some slight recovery over
the static model in a batch scenario. However, it also only managed to run through
5 cycles before the time limit was reached.

A plot of each model’s accuracy for each model setup, taken over the entire
duration (all cycles and epochs) for both the training and validation assessments, is
summarized in Figure 6.

5. Discussion and conclusions

The results of our tests show great promise for how these approaches to machine
learning use in precision medicine can be used, while nonetheless highlighting some
significant shortcomings which will need to be considered should this framework
become common practice. Most notably, we see that model’s which over-fit the
available data are extremely detrimental to the system, even if the underlying
model would be better with all data immediately available to it. This is shown very
clearly with the effectiveness of pruning in all our models, with clear gains in
accuracy observed, likely as a result of the process helping counteract over-fitting
resulting from over-parameterized models. Finding an “ideal” model for a given
task is already a difficult task, and our results show that this is only exacerbated by
the conditions of a clinical environment. Nevertheless, there is clearly potential in
this framework, with the Convolutional network tested on clinical-like batch data
being near identical in effectiveness to its static counterpart trained on the full
dataset.

We are also optimistic that many opportunities remain for improvement in
progressive learning implementations. Our current implementation of the progres-
sive learning framework is locked to a specific set of initial data inputs, being unable
to add new ones should they become available. In theory, this could be as simple as
adding a new set of initial blocks to the existing network, in effect acting like a
“progression” stage with custom new blocks (as well as an update to existing new
block generation procedures to match). However, this has a number of issues that
we have not, at present, found a way to resolve. First, each branch is likely to
“learn” at different rates, resulting in one set of blocks associated with a given set of
input data containing more redundant features per-progression stage than the rest.
This proves problematic during pruning, however; we either over-prune blocks
with important features within them, or under-prune those which contain an
abundance of redundant and/or noise-contributing features. We believe this can be
resolved, but were simply unable to do so by the time of this publication.

Another potential improvement would be to “carry-over” output layers weights
between progression stages. This would allow for the network to have better for-
ward transfer, so long as the task’s end goal (categorical prediction, single metric
estimation etc.) remains the same. In our implementation, this is currently not the
case, with the output layer being regenerated every cycle, keeping it in line with the
original Progressive Learning framework’s design [29]. The difficulty of
implementing such as system, as well as its effectiveness in improving model out-
comes, has yet to be tested.

One other major hurdle is that of long term memory cost. As currently
implemented, pruning does not actually remove parameters from the model; it
simply masks them out during training and evaluation, preventing them from
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contributing to the models predictions. While this improves the speed and accuracy
of the model being generated, its memory footprint expands infinitely as more
cycles are run. Resolving this issue is difficult, however, requiring the model to
effectively fully re-construct itself to account for any now-removed parameters.
Doing so would allow the model to come to a “static” memory cost, as the number
of pruned parameters approaches the number of new ones added every cycle. In
turn, this would enable applications where the model is expected to existing for
very long duration in limited resource systems. Such compression techniques are an
ongoing field of research at time of writing; as such, we believe such a implemen-
tation will be possible in the near future.

Finally, testing our methodology on a real-world clinical dataset is needed before
we can be sure it is truly effective. While the CIFAR-10 dataset [34] has been shown
to work effectively for machine learning testing purposes, our assumptions about
clinical data still need to be confirmed. We intend to put our framework to the test
soon, assessing its effectiveness at predicting DCM severity using the DCM data
mentioned throughout this chapter; nevertheless, this framework should be con-
sidered experimental until such results (from ourselves or others) are acquired.
Continual learning systems trained for clinical data also retain the limitations of
continual learning, such as increased potential to over-fit and the inability to trans-
fer new knowledge obtained to help with the understanding of prior knowledge.
Modifications to the progression procedure have been proposed to amend this [29],
though these have not been tested at time of writing.

Overall, however, we believe our framework for machine learning system design
in precision medicine should work well as a road-map for future research, even
though refinements remain to be made. With systems such as the Progressive
Learning framework available, these new systems can adapt to changes in data
trends while accepting new data in effectively random batches, both important
requirements for a clinical environment. Well designed data storage and manage-
ment also allows such systems to easily access, update, and report important metrics
to all necessary parties, while remaining open to changes as new research is com-
pleted. Through the application of these techniques, modern medicine should be
able to not only adapt to the age of information, but to benefit immensely from it.

Abbreviations

DCM Degenerative Cervical Myeolopathy
CIFAR Canadian Institute for Advanced Research
mJOA Modified Japanese Orthopedic Association
BIDS Brain Imaging Data Structure
CNN Convolutional Neural Network
DCLN Deeply Connected Learning Network
BAPC Best Accuracy Per Cycle
SGD Stochastic Gradient Descent

96

Machine Learning - Algorithms, Models and Applications



Author details

Kalum J. Ost1,2, David W. Anderson2† and David W. Cadotte1,2,3,4*†

1 Hotchkiss Brain Institute, Calgary, Alberta, Canada

2 Cumming School of Medicine, Calgary, Alberta, Canada

3 Division of Neurosurgery, Departments of Clinical Neurosciences and Radiology,
University of Calgary, Alberta, Canada

4 Combined Orthopedic and Neurosurgery Spine Program, University of Calgary,
Alberta, Canada

*Address all correspondence to: david.cadotte@ucalgary.ca

†These authors contributed equally.

© 2021 TheAuthor(s). Licensee IntechOpen. This chapter is distributed under the terms
of theCreativeCommonsAttribution License (http://creativecommons.org/licenses/
by/3.0),which permits unrestricted use, distribution, and reproduction in anymedium,
provided the original work is properly cited.

97

Delivering Precision Medicine to Patients with Spinal Cord Disorders; Insights…
DOI: http://dx.doi.org/10.5772/intechopen.98713



References

[1] Julia Adler-Milstein and Ashish K Jha.
Hitech act drove large gains in hospital
electronic health record adoption.
Health Affairs, 36(8): 1416–1422, 2017.
doi:10.1016/j.cell.2019.02.039.

[2] R Scott Evans. Electronic health
records: then, now, and in the future.
Yearbook of medical informatics, (Suppl
1):S48, 2016.

[3] Michael Bliss. William Osler: A life in
medicine. Oxford University Press,
1999.

[4] Zheng-Guo Wang, Liang Zhang, and
Wen-Jun Zhao. Definition and
application of precision medicine.
Chinese Journal of Traumatology, 19(5):
249–250, 2016.

[5] Christina L Aquilante, David P Kao,
Katy E Trinkley, Chen-Tan Lin, Kristy R
Crooks, Emily C Hearst, Steven J Hess,
Elizabeth L Kudron, Yee Ming Lee, Ina
Liko, et al. Clinical implementation of
pharmacogenomics via a health system-
wide research biobank: the university of
colorado experience, 2020.

[6] Jessica R Williams, Dalia Lorenzo,
John Salerno, Vivian M Yeh, Victoria B
Mitrani, and Sunil Kripalani. Current
applications of precision medicine: a
bibliometric analysis. Personalized
medicine, 16(4):351–359, 2019. doi:
10.2217/pme-2018-0089.

[7] Omar Khan, Jetan H Badhiwala,
Giovanni Grasso, and Michael G
Fehlings. Use of machine learning and
artificial intelligence to drive
personalized medicine approaches for
spine care. World Neurosurgery, 140:
512–518, 2020. doi: 10.1016/j.
wneu.2020.04.022.

[8] Renato Cuocolo, Martina Caruso,
Teresa Perillo, Lorenzo Ugga, and Mario
Petretta. Machine learning in oncology:
A clinical appraisal. Cancer letters, 481:

55–62, 2020. doi: 10.1016/j.
canlet.2020.03.032.

[9] Aria Nouri, Lindsay Tetreault,
Anoushka Singh, Spyridon K
Karadimas, and Michael G Fehlings.
Degenerative cervical myelopathy:
epidemiology, genetics, and
pathogenesis. Spine, 40(12):E675–E693,
2015. doi: 10.1097/
BRS.0000000000000913.

[10] Benjamin M Davies, Oliver D
Mowforth, Emma K Smith, and Mark
RN Kotter. Degenerative cervical
myelopathy. Bmj, 360, 2018. doi:
10.1136/bmj.k186.

[11] Ivana Kovalova, Milos Kerkovsky,
Zdenek Kadanka, Zdenek Kadanka Jr,
Martin Nemec, Barbora Jurova, Ladislav
Dusek, Jiri Jarkovsky, and Josef
Bednarik. Prevalence and imaging
characteristics of nonmyelopathic and
myelopathic spondylotic cervical cord
compression. Spine, 41(24):1908–1916,
2016. doi: 10.1097/
BRS.0000000000001842.

[12] Lindsay A Tetreault, Branko
Kopjar, Alexander Vaccaro, Sangwook
Tim Yoon, Paul M Arnold, Eric M
Massicotte, and Michael G Fehlings. A
clinical prediction model to determine
outcomes in patients with cervical
spondylotic myelopathy undergoing
surgical treatment: data from the
prospective, multi-center aospine
north america study. JBJS, 95 (18):
1659–1666, 2013. doi: 10.2106/JBJS.
L.01323.

[13] Josef Bednarik, Zdenek Kadanka,
Ladislav Dusek, Milos Kerkovsky,
Stanislav Vohanka, Oldrich Novotny,
Igor Urbanek, and Dagmar
Kratochvilova. Presymptomatic
spondylotic cervical myelopathy: an
updated predictive model. European
Spine Journal, 17(3):421–431, 2008. doi:
10.1007/s00586-008-0585-1.

98

Machine Learning - Algorithms, Models and Applications



[14] Benjamin S Hopkins, Kenneth A
Weber II, Kartik Kesavabhotla, Monica
Paliwal, Donald R Cantrell, and Zachary
A Smith. Machine learning for the
prediction of cervical spondylotic
myelopathy: a post hoc pilot study of 28
participants. World neurosurgery, 127:
e436–e442, 2019. doi: 10.1016/j.
wneu.2019.03.165.

[15] Omar Khan, Jetan H Badhiwala,
Muhammad A Akbar, and Michael G
Fehlings. Prediction of worse functional
status after surgery for degenerative
cervical myelopathy: A machine
learning approach. Neurosurgery, 2020.
doi: 10.1093/neuros/nyaa477.

[16] Kalum Ost, W Bradley Jacobs,
Nathan Evaniew, Julien Cohen-Adad,
David Anderson, and David W Cadotte.
Spinal cord morphology in degenerative
cervical myelopathy patients; assessing
key morphological characteristics using
machine vision tools. Journal of Clinical
Medicine, 10(4): 892, 2021. doi: 10.3390/
jcm10040892.

[17] Benjamin De Leener, Simon Lévy,
Sara M Dupont, Vladimir S Fonov,
Nikola Stikov, D Louis Collins, Virginie
Callot, and Julien Cohen-Adad. Sct:
Spinal cord toolbox, an open-source
software for processing spinal cord mri
data. Neuroimage, 145:24–43, 2017. doi:
10.1016/j.neuroimage.2016.10.009.

[18] Takashi Kameyama, Yoshio
Hashizume, Tetsuo Ando, and Akira
Takahashi. Morphometry of the normal
cadaveric cervical spinal cord. Spine, 19
(18):2077–2081, 1994. doi: 10.1097/
00007632-199409150-00013.

[19] Nitin B Jain, Gregory D Ayers,
Emily N Peterson, Mitchel B Harris,
Leslie Morse, Kevin C O’Connor, and
Eric Garshick. Traumatic spinal cord
injury in the united states, 1993-2012.
Jama, 313(22):2236–2243, 2015.

[20] Raia Hadsell, Dushyant Rao, Andrei
A Rusu, and Razvan Pascanu.

Embracing change: Continual learning
in deep neural networks. Trends in
Cognitive Sciences, 2020. doi: 10.1016/j.
tics.2020.09.004.

[21] Mongodb. https://github.com/mong
odb/mongo, 2013.

[22] Nathan Evaniew, David W Cadotte,
Nicolas Dea, Christopher S Bailey, Sean
D Christie, Charles G Fisher, Jerome
Paquet, Alex Soroceanu, Kenneth C
Thomas, Y Raja Rampersaud, et al.
Clinical predictors of achieving the
minimal clinically important difference
after surgery for cervical spondylotic
myelopathy: an external validation
study from the canadian spine outcomes
and research network. Journal of
Neurosurgery: Spine, 33(2):129–137,
2020. doi: 10.3171/2020.2.spine191495.

[23] Lindsay Tetreault, Branko Kopjar,
Aria Nouri, Paul Arnold, Giuseppe
Barbagallo, Ronald Bartels, Zhou
Qiang, Anoushka Singh, Mehmet
Zileli, Alexander Vaccaro, et al. The
modified japanese orthopaedic
association scale: establishing criteria
for mild, moderate and severe
impairment in patients with
degenerative cervical myelopathy.
European Spine Journal, 26(1):78–84,
2017. doi: 10.1007/s00586-016-
4660-8.

[24] Krzyszt of J Gorgolewski, Tibor
Auer, Vince D Calhoun, R Cameron
Craddock, Samir Das, Eugene P Duff,
Guillaume Flandin, Satrajit S Ghosh,
Tristan Glatard, Yaroslav O Halchenko,
et al. The brain imaging data structure, a
format for organizing and describing
outputs of neuroimaging experiments.
Scientific data, 3(1):1–9, 2016. doi:
10.1038/sdata.2016.44.

[25] A. Chen, J. Beer, N. Tustison, P.
Cook, R. Shinohara, and H. Shou.
Removal of scanner effects in
covariance improves multivariate
pattern analysis in neuroimaging data.
bioRxiv p, 2019.

99

Delivering Precision Medicine to Patients with Spinal Cord Disorders; Insights…
DOI: http://dx.doi.org/10.5772/intechopen.98713



[26] Xiangjie Li, Kui Wang, Yafei Lyu,
Huize Pan, Jingxiao Zhang, Dwight
Stambolian, Katalin Susztak, Muredach
P Reilly, Gang Hu, and Mingyao Li.
Deep learning enables accurate
clustering with batch effect removal in
single-cell rna-seq analysis. Nature
communications, 11(1):1–14, 2020. doi:
10.1038/s41467-020-15851-3.

[27] Samuel J Yang, Scott L Lipnick, Nina
R Makhortova, Subhashini
Venugopalan, Minjie Fan, Zan
Armstrong, Thorsten M Schlaeger,
Liyong Deng, Wendy K Chung, Liadan
O’Callaghan, et al. Applying deep neural
network analysis to high-content image-
based assays. SLAS DISCOVERY:
Advancing Life Sciences R&D, 24(8):829–
841, 2019. doi: 10.1177/
2472555219857715.

[28] Jake Turicchi, Ruairi O’Driscoll,
Graham Finlayson, Cristiana Duarte,
Antonio L Palmeira, Sofus C Larsen,
Berit L Heitmann, and R James Stubbs.
Data imputation and body weight
variability calculation using linear and
nonlinear methods in data collected
from digital smart scales: simulation and
validation study. JMIR mHealth and
uHealth, 8(9):e17977, 2020.

[29] Haytham M Fayek, Lawrence
Cavedon, and Hong Ren Wu.
Progressive learning: A deep learning
framework for continual learning.
Neural Networks, 128:345–357, 2020. doi:
10.1016/j.neunet.2020.05.011.

[30] Olaf Ronneberger, Philipp Fischer,
and Thomas Brox. U-net: Convolutional
networks for biomedical image
segmentation. In International
Conference on Medical image computing
and computer-assisted intervention, pages
234–241. Springer, 2015.

[31] Alex Krizhevsky, Ilya Sutskever,
and Geoffrey E Hinton. Imagenet
classification with deep convolutional
neural networks. Advances in neural

information processing systems, 25: 1097–
1105, 2012.

[32] Ting Zhang, Guo-Jun Qi, Bin Xiao,
and Jingdong Wang. Interleaved group
convolutions. In Proceedings of the IEEE
international conference on computer
vision, pages 4373–4382, 2017.

[33] Liangru Ke, Yishu Deng, Weixiong
Xia, Mengyun Qiang, Xi Chen, Kuiyuan
Liu, Bingzhong Jing, Caisheng He,
Chuanmiao Xie, Xiang Guo, et al.
Development of a self-constrained 3d
densenet model in automatic detection
and segmentation of nasopharyngeal
carcinoma using magnetic resonance
images. Oral Oncology, 110:104862,
2020. doi: 10.1016/j.
oraloncology.2020.104862.

[34] Alex Krizhevsky, Geoffrey Hinton,
et al. Learning multiple layers of
features from tiny images. 2009.

[35] Adam Paszke, Sam Gross, Soumith
Chintala, Gregory Chanan, Edward
Yang, Zachary DeVito, Zeming Lin,
Alban Desmaison, Luca Antiga, and
Adam Lerer. Automatic differentiation
in pytorch. 2017.

[36] Martín Abadi, Ashish Agarwal, Paul
Barham, Eugene Brevdo, Zhifeng Chen,
Craig Citro, Greg S. Corrado, Andy
Davis, Jeffrey Dean, Matthieu Devin,
Sanjay Ghemawat, Ian Goodfellow,
Andrew Harp, Geoffrey Irving, Michael
Isard, Yangqing Jia, Rafal Jozefowicz,
Lukasz Kaiser, Manjunath Kudlur, Josh
Levenberg, Dandelion Man’e, Rajat
Monga, Sherry Moore, Derek Murray,
Chris Olah, Mike Schuster, Jonathon
Shlens, Benoit Steiner, Ilya Sutskever,
Kunal Talwar, Paul Tucker, Vincent
Vanhoucke, Vijay Vasudevan, Fernanda
Viégas, Oriol Vinyals, Pete Warden,
Martin Wattenberg, Martin Wicke,
Yuan Yu, and Xiaoqiang Zheng.
TensorFlow: Large-scale machine
learning on heterogeneous systems,

100

Machine Learning - Algorithms, Models and Applications



2015. URL https://www.tensorflow.org/.
Software available from tensorflow.org.

[37] Gao Huang, Zhuang Liu, Laurens
Van Der Maaten, and Kilian Q
Weinberger. Densely connected
convolutional networks. In Proceedings
of the IEEE conference on computer vision
and pattern recognition, pages 4700–
4708, 2017.

101

Delivering Precision Medicine to Patients with Spinal Cord Disorders; Insights…
DOI: http://dx.doi.org/10.5772/intechopen.98713





103

Chapter 6

Enhancing Program Management 
with Predictive Analytics 
Algorithms (PAAs)
Bongs Lainjo

Abstract

The increase in the amount of big data and the emergence of analytics technologies 
has created the opportunity for applying algorithm development techniques using 
machine learning (ML) languages to predict future events. To conduct inclusive 
analyses of contemporary literature of existing relevant narratives with a focus on 
program management themes, including state-of-the art methodologies on current 
plausible predictive analytics models. The methodology used is the review and 
applications of relevant programming platforms available. Program management 
requires the utilization of the existing ML languages in understanding future 
events. Enabling decision makers to make strategic - goals, objectives, and mis-
sions. The use of PAAs has gained thematic significance in automotive industries, 
energy sector, financial organizations, industrial operations, medical services, 
governments, and more. PAAs are important in promoting the management of 
future events such as workflow or operational activities in a way that institu-
tions can schedule their activities in order to optimize performance. It enables 
organizations to use existing big data to predict future performance and mitigate 
risks. The improvements in information technology and data analytics procedures 
have resulted in the ability of businesses to make effective use of historical data in 
making predictions. This enables evidence-based planning, mitigating risks, and 
optimizing production.

Keywords: program-management, algorithm-development,  
predictive-analytics-models, machine-learning, evidence-based-planning, 
optimizing

1. Introduction

This chapter examines the current knowledge and scholarly information about 
predictive analytics algorithms (PAAs) by focusing on the concept of working 
principles on which they are used to predict future events and the procedures fol-
lowed in creating them. The PAAs have been used extensively in predicting future 
events in healthcare practice, manufacturing companies, businesses, education, 
sports, and agriculture. The main programming languages used to create PAAs are 
Java, C, and Python amongst others. The forms of algorithms that are commonly 
used are brute force algorithm, simple recursive algorithm, backtracking algorithm, 
randomized algorithm, and dynamic programming algorithms.
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2. Background

Over the years, the concept and principles of data management have remained 
mostly unchanged. What has changed, however, includes the introduction of a 
complex, state-of-the-art, sophisticated, and integrated technological ecosystem: big 
data, cloud computing, and analytics [1]. The dynamics of this system have moved 
the way data are managed to a higher level, and institutions (public, private, sports, 
healthcare, and more) have capitalized on this! They have maximized their respective 
productivity levels using these systems with no reservations. As expected, these inno-
vative developments come with significant risks from reliability to privacy and secu-
rity concerns. Data are only as good and useful as their level of validity and reliability. 
Analytics, mentioned earlier, is one of the major components of the ecosystem that is 
used in transforming data into information. It is a sub-system that is also as useful as 
the reliability of the data used in performing different analytical interventions. At the 
conceptual level, analytics is an algorithm-driven strategy [2]. It facilitates the trans-
formation of complex (generally) historical data sets into meaningful outcomes used 
for predicting future events. Its effectiveness has transformed and refined different 
sets of intended results. Institutions have used its predictive capabilities to optimize 
resources, streamline activities and increase productivity—ultimately becoming more 
competitive. The key players involved in the management and utilization of these 
ecosystems are the service providers (SPs) and their clients (users) [3].

It has been difficult for equipment manufacturers to develop innovative prod-
ucts using hardware alone. Those involved in product development have been able 
to add capabilities by applying solutions that improve customer satisfaction and 
value creation. Predictive analytics programs and equipment have been effective 
in promoting the anticipation of failures and provide forecasts for energy require-
ments while reducing the cost of operations. Predictive analytic models are used 
by companies in developing forecasts and creating plans for better utilization of 
resources. Before PAAs are used, the developer must review the available data 
and create/test mathematical models that incorporate computational processes in 
predicting future outcomes. The models provide forecasts of future outcomes based 
on a particular metric such as the associated parameter changes.

This chapter looks at the scope, thematic applicability, challenges, and progno-
ses of predictive analytics with life case studies from different institutions. It also 
highlights limitations, implications, and potential vulnerabilities. In this study, a 
select number of key institutions are included. These serve as examples of classical 
life case studies meant to help readers resonate with their own different and unique 
challenges. The various organizations are reviewed and analyzed on multi-dimen-
sional thematic platforms. These include problem statements, strategic approaches, 
relevant processes, algorithmic layouts, programming descriptions, pilot testing, 
process reviews, initial implementation, and challenges and lessons learned. The 
relevant contents of these themes are only limited by the inability to access reli-
able, valid, evidence-based, useful, and compelling sources of information. Every 
attempt is made to address these limitations, and at the same time, prioritize avail-
able sources based on their pragmatic perspectives, simplicity, and authenticity. 
The select institutions include business (e-commerce, banking, finance, marketing, 
and more), health, education, government, sports, agriculture, social media, and 
so on. One invaluable approach applied in developing this narrative is an extensive 
review of available and contemporary literature. While the topic remains new and 
evolving, available documentation does indicate an inclusive degree of participa-
tion by different stakeholders. Key limitations like technical inability to develop 
and implement the various models have not been a significant deterrent. Readers 
need to consider this chapter as an evidence-based, knowledge-sharing cursory or 
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soft-core and easy to understand demonstration of the strength, scope, and applica-
tion of PAAs in optimizing program management challenges.

3. Quality of data (QOD)

My experience dealing with data of different types and categories spans over 
four decades. From attending a survey technician-training program after high 
school to studying in an engineering school, data management has played and 
continues to play a very significant role in my professional life. As well, the chal-
lenges encountered over this period of time continue to evolve exponentially! The 
most recent paradigm transformation in data management is in the proliferation of 
analytics — a domain that has enabled businesses, industry, academia, banks, etc. 
to exhale and address competing forces with might and vitality.

One adage that strongly and appropriately describes different forms of data 
is “garbage in garbage out” (GIGO). Interestingly, this adage is not just limited 
to conventional data as described in the previous paragraph—it also includes a 
human dimension. For example, healthy eating habits correlate positively with an 
improved quality of life and health.

The importance and significance of good data cannot be adequately emphasized 
in general, and more specifically and critically in data-intensive methodologies like 
analytics.

Here is a personal and professional life case study example. In 1992, Columbia 
University (CU) recruited me as a Senior Data Management Advisor. My very first 
assignment was to recalculate the incidence rate of HIV/AIDS. Four years earlier, 
CU had launched a project that was primarily managing an open HIV/AIDS cohort. 
That is a population of interest that recruited new members as the study progressed.

The project’s focus was to manage a cohort of over 13,000 participants and 
produce periodic reports (in this case every six months) on the dynamics of the 
epidemic. The milestones were morbidity rates — incidence and prevalence.

The week when my assignment began coincided with a scientific conference in 
Holland where Dr. Maria Wawer (my boss) and other colleagues were presenting 
papers on the project findings. During that first week of the conference, Dr. Wawer 
contacted me to inquire about what incidence rates I had come up with. In the 
meantime, because of my limited knowledge of the data set, I recruited two experts 
who had been with the project as consultants during and since its interception. I 
identified what I believed were the most critical issues to be addressed before start-
ing the computations and subsequent analysis.

The team was then assigned specific tasks. These included cleaning the relevant 
data set: generating frequency tables; identifying outliers; triangulating with both 
source data (original questionnaires), laboratory technicians (serology test results), 
and survey team members. After completing this cleaning and validation process 
(including correcting the numerous inconsistencies), we proceeded to perform the 
calculations using the statistical package — Statistical Package for Social Sciences 
(SPSS). This phase of the assignment went very well. After compiling the results, 
I then submitted the findings (as earlier agreed) to Dr. Wawer who was still at the 
conference in Holland. The recalculated rates this time were one infected case lower 
than what was being presented at the conference. And that, as it turned out, was a 
big deal! I received immediate feedback as anticipated, highlighting the fact that I 
was new to the project team with a limited understanding of the data sets.

During one of our weekly team meetings (post-conference), primarily to 
review what had gone wrong with our incidence rate, one of my colleagues was 
so embarrassed and distraught that he started shedding tears. Since no amount 
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of consolation could calm him the meeting was immediately adjourned. In the 
meantime, members of a similar and “competing” project were constantly and 
consistently asking us what the real incidence rate was. What should they quote in 
their papers? As the message continued to spread, our team agreed on a consensus 
response, which was that the team was still in the review and validation process 
after which the final and latest incidence rates would be disclosed. This resolution 
served very well in mitigating further concerns.

During this process, our team went back to the drawing board to confirm what 
the real rates were. After our earlier computations and part of the triangulation 
process, we had actually conducted a recount of the new infections. The numbers 
were consistent with our findings. This recounting exercise was again conducted in 
addition to further calculations. And this time every degree of verification con-
firmed our results: there was one infected case too many!

And what is the message? PAAs and other quantitative methods are only as valid, 
reliable, and useful as the quality of data used.

3.1 Objectives

The objectives of this chapter are to examine:

• the current literature on PAAs with the focus on methods in which they are 
used to enable prediction of future events.

• case studies of the use of PAAs in industrial applications

• the conceptual framework on which PAAs are used to develop a machine 
language that enables prediction of future outcomes.

3.2 Theoretical frameworks

Descriptive highlights on which this framework’s algorithm is based are as 
follows:

• A collection of literature materials explaining the concept of PAAs

• Relevant and applicable models used are reviewed;

• And simultaneously analyzing available literature material;

Figure 1. 
Theoretical framework [3].
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• An outcome report is compiled and;

• Findings are presented to relevant parties

• The required theoretical framework is as illustrated in Figure 1.

4. Scorecard

4.1 Description of the conceptual framework

A scorecard is a technique of measuring the performance of an organization in 
its entirety rather than focusing on a particular process or component of activities, 
tasks, and operations [4]. A balanced scorecard can be used to test the effectiveness 
of a program such as the ability of the program to be achieved at a reduced cost, 
increased efficiency, reduced efforts, and a high accuracy in producing the required 
outcomes. Previously, a balanced scorecard was designed to enable the assessment 
of the performance of companies and the extent to which its strategic decisions can 
be made to achieve the desired operational outcomes. It has been a relevant tool for 
companies in the assessment of the performance of internal processes and providing 
opportunities for learning and growth [5]. In spite of the perception that a balanced 
scorecard is used as a tool for measuring performance, it can be used in the measure-
ment of other activities such as operational efficiency, effective time utilization, and 
the level of competitiveness of an organization in a particular industry.

4.2 How it works

A balanced scorecard (BSC) is used in deciding what a business is trying to 
achieve, to align resources in a manner that the regular activities of a business 
are achieved, and to create priorities for the provision of products and services to 
customers. It is composed of small boxes containing elements of mission, vision, 
core values of an organization, strategic areas of focus, and the activities in which a 
business will undertake to achieve continuous improvement [6].

BSC is primarily used by businesses, government agencies, and non-profit 
institutions. The working principle of a BSC is that an organization can be viewed 
from a number of perspectives, which can be used to create objectives, targets, and 
actions in relation to various points of views. The main perspectives of a BSC are 
listed below.

• Financial performance: The performance of an organization is viewed in terms 
of the effectiveness of its use of financial services.

• Customers/stakeholder needs: The BSC measures performance in terms of the 
ability to meet customer expectations.

• Internal procedures: The performance of an organization is viewed based on 
the quality and efficiency of production of a particular product, service, or 
major business processes.

• Capacity of an organization: From this perspective, an organizational perfor-
mance is viewed based on its ability to utilize resources, technology, human 
capital, and other capabilities that create an environment for the achievement 
of a high performance.
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4.3 When it is used to create PAAs

BSC can be used during the creation of PAAs by enabling the formulation of the 
performance features of the algorithms. The algorithms for analyzing an organiza-
tion’s performance can be analyzed using a BSC composed of capacity components 
such as the ability to be produced at low cost, ease of operation by the users, 
reduced likelihood of breakdown, and the ability to provide accurate forecast of an 
organization’s performance (Figure 2) [7].

4.4 Strengths and weaknesses of the model

The strength of a balanced scorecard is that it provides the opportunity for 
putting all the operations of a business into consideration. It also accounts for the 
impacts of different components on each other rather than examining the manner 
in which a particular component operates or achieves its intended goals [8]. When 
a BSC has been integrated into the functions of an organization, it can be used as a 
tool for monitoring the achievement of goals and objectives.

The disadvantage of a BSC is that it focuses on the impacts in general, which 
neglects the performance of an individual or a particular process within a set of 
processes. There is the possibility of perverting a scorecard by using it as a tool for 
monitoring employees rather than the performance of a business [9]. It also takes 
into account a large number of variables to constitute a practicable scorecard, mak-
ing it challenging to manage.

In Louisiana University College (LCU) of Engineering, a ClearPoint Strategic 
balanced scorecard software is used to align the activities such as enrollment, 

Figure 2. 
Balanced scorecard for the implementation of PAAs [7].
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assessment of students, and improvement of the infrastructure of the department 
according to its vision, mission, and goals. The outcomes of the balanced scorecard 
enabled members of the institution to understand their performances in relation to 
the target outcomes that need to be achieved [10]. Due to this strategic plan, there 
has been increased enrollment in the college and it is considered to be the fifth fast-
est growing college of engineering in the U.S.

5. Current models of designing PAAs

5.1 Forecasting and PAAs

Forecasting and analytics algorithms are used to create a model of a future 
event. An example of a common future event forecasted in many businesses is sales 
volumes. PAAs are used by sales managers to compare the outputs of the algorithms 
with achieved results, and to discuss the variations with their representatives who 
examine them and make estimates [11]. Forecasting algorithms also provide sales-
people with the opportunities to know when they need to communicate prospects 
based on changes in algorithms, which have an impact on the buying decisions of 
customers.

5.2 Statistical models

Time series algorithm is a common statistical model of PAAs and is categorized 
into frequency-based algorithms and time-domain algorithms. Frequency-domain 
algorithms consist of spectral and wavelength analyses, while time-domain meth-
ods include algorithms used during auto-correlation and cross-correlation analyses 
[12]. Another commonly used statistical algorithm is the market segmentation 
algorithm that is extensively used in customer profiling depending on particular 
characteristics or priorities of a business.

5.3 Linear regression models

In simplistic terms, linear regression algorithms are used in modeling relation-
ships between observed (dependent) and design (independent) variables. It is 
based on the least squares method that fits the best line and results into the minimal 
sum of squared errors between the expected and actual data points. Linear regres-
sion algorithms are used to make decisions such as the most suitable marketing 
mix to achieve optimized sales when particular investment channels are used. An 
example of a case where linear regression is used is at Cable Company X in the 
United States, where a program is used to determine the effect of variables that 
predict truck rolls within seven days. The variables used are downstream power, 
upstream power, and downstream signal-to-noise ratio [13]. The results that are 
statistically significant provide an insight on the interventions that need to be made 
to prevent truck roll.

5.4 Multiple regression models

Multiple regression analyses are used when product pricing is required across 
an industry such as real estate pricing and marketing organizations in order to 
establish the impact of a campaign. It is a broader category of regressions that 
incorporates both linear and nonlinear regressions and uses explanatory variables 
to perform an analysis [14]. The main application of multiple regression algorithms 
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in practical situations is social science research, the analysis of the behavior of a 
device, or in the insurance industry to estimate the worthiness of a claim. Multiple 
regression analysis was used to examine the factors that affected the outcome of a 
referendum in which the United Kingdom opted to leave the European Union. The 
research involved the application of multivariate regression analysis in which the 
Logistic (Logit) Model was combined with real data to determine the statistically 
significant factors that have an impact on the voting preference in a simultane-
ous manner, in addition to the odds ratio that supports Leave or Remain [15]. The 
results of the multiple regressions showed that the gender of voters, age, and level 
of education were statistically significant factors, while country of birth was a 
statistically insignificant factor.

5.5 Multivariate regression model

In multivariate regression models, the value of a single variable is predicted 
using a number of independent variables. It is also used in the estimation of the 
relationship between predictors and responses. Predictors constitute continuous, 
categorical, or a combination of both. Multivariate analysis measures multivariate 
probability distributions in the context of their impacts on the observed data [10]. 
An example of such a model is multivariate analysis of covariance (MANOVA), 
which performs the analysis of variance that covers instances where more than 
one variable is analyzed simultaneously. Principal component analysis (PCA) is a 
multivariate analysis that enables the creation of a new set of orthogonal variables 
containing similar data as the original set. Multivariate regression analysis has been 
used by DHL, a global delivery company to predict future status of global trade, 
in its Global Trade Barometer program. A machine-learning language is used to 
input collected data related to different intermediate commodities that range from 
clothes, bumpers, or mobile devices [16]. The program leverages artificial intel-
ligence and multivariate analysis PAAs to create a single data that enables under-
standing of the effects of a number of variables on a single variable. The output can 
be used by stakeholders to make decisions such as planning the capacity for future 
demands of their services and benchmarking on the forecasts to understand the 
industry’s competitiveness.

5.6 Decision tree

Decision-tree algorithms are classified into supervised learning algorithms. They 
are used to create models for solving regression and classification problems. The 
goal of creating a decision tree is to generate values that can be used to predict the 
outcomes of a particular class or target variables by applying learning decision rules 
derived from past data [17]. The concept of tree representation of algorithms is used 
to solve a problem. Corresponding attributes are used in various internal nodes of 
the decision tree while class label is made at the leaf node. Pouch, a British plugin 
company developed an artificial intelligence (AI) chatbot, which informs customers 
of Black Friday discounts. The bot is available to users on Facebook Messenger and 
uses decision-tree logic to understand people’s preferences [18]. The decision tree 
enables users to search the directory according to codes such as departments and 
their products, brands, and voucher codes of their preferences.

Milwaukee-based Aurora Health Care uses the technique of decision tree in the 
design of a “digital concierge,” which operates on the principle of AI. The organiza-
tion has cooperated with developers from Microsoft’s arm of healthcare innovation 
in the development of a tool that simplifies decision-making in relation to patient 
care. The concept of decision tree is applied through a chatbot program, which can 
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be accessed via a web browser [19]. This computer code enables mapping out symp-
toms and the common descriptions used by people to describe their health issues.

The input is provided through answers to a set of questions regarding the 
symptoms presented. The bot adapts to the answers and outputs possible causes 
and treatment plan suggestions. The algorithm enables the creation of a command 
for making a decision on whether the patient may need further clinical care by the 
patient clicking a section that reserves his or her place in a line at an Aurora urgent 
care center. The conceptual framework of the chatbot is illustrated in Figure 3.

6. Data management

Testing data quality using predictive analytics algorithm takes place through the 
creation of a computer model for validity and reliability of data. The resulting com-
puter model is usually a Pearson correlation that explains the relationship between 
response and design variables [20]. In measurement of reliability, the objective 
is to measure the extent to which the measured value is likely to change when the 
research is replicated. Some computer algorithms measure reliability by performing 
random and systematic error analyses. Eco-Absorber is a panel acoustics com-
mercializing company that uses reliability and validity algorithms to get accurate 
outcomes of its surveys [21]. The outcomes are used to determine the suitability of 
the survey findings to recommend a change in practice that addresses the 4Ps of 
marketing in an effective manner.

7. Program management implications of PAAs

A number of considerations must be made when applying PAAs in program 
management. Good prediction can be achieved only if there are good data such 
as past records, which can be used to predict future outcomes of a process or an 
activity. For instance, prediction of sales of an organization in the next six months 
is subject to the availability of historical data that, when analyzed, provide a 
better understanding of the trend of changes in sales [22]. Before data analysis is 
conducted, they must be organized to reduce redundancy and unnecessary fields 
must be discarded. In order to deploy the insights from predictive analysis into the 
systems, it is recommended that software applications should be used to integrate 

Figure 3. 
Framework of decision tree used by Aurora Health Care [19].
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them into predicting performances of businesses [23]. Some of the software that 
can be used includes API calls, predictive markup language, and web services. The 
reliability of PAAs algorithms is subject to the use of original data that have been 
prepared effectively through calculation of aggregate fields, identifying missing 
data, and merging a number of sources. Each component of data analysis should be 
analyzed independently. In case of advanced requirements, more advanced algo-
rithms may be required [24].

8. Stages of PAA development

This section explains a more streamlined and contextual version of cross indus-
try standard process for data mining (CRISP-DM). It is a neutral framework that 
addresses data analytics from two perspectives: application and technical. It is com-
monly used in predictive data analytics. As we focus on these details, it needs to be 
pointed out here that conducting (PDA) should never be diploid simply for the sake 
of expressing curiosity or flaunting one’s knowledge of an existing problem-solving 
strategy. PDA is meant to solve problems. And in order to solve these problems, 
significant efforts are required to justify its application. One important component 
of such an exercise is the identification of a relevant management challenge. Hard 
questions need to be asked. What specifically is the issue? What are some of the 
interventions that have been made? How have the intervention outcomes improved 
or addressed the problem? And how have these interventions contributed in 
mitigating these problems. A combination of these questions will help significantly 
in redirecting and focusing intervention strategies.

8.1 Problem statement

In this stage, the business problem that needs to be addressed should be identi-
fied. The objective can be to perform a forecast of the future needs or to establish 
the likelihood of occurrence of a particular defect. The resulting predictive 
algorithm should be one that promotes the attainment of the goals and objectives 
that have been identified [13]. Problem statement identification also involves the 
definition of performance metrics that a business needs to achieve. A plan should be 
devised that enables the measurement of the metrics when data are input into the 
algorithm.

8.2 Intervention strategies

The intervention strategy involves making a decision about the right software 
or application to use in creating algorithms for resolving a particular operational 
procedure in a business. The intervention strategy may be to design an algorithm 
that enables understanding of the breakage of devices being manufactured, the 
likelihood of reduction in the number of purchases, or overall change in customer 
satisfaction.

8.3 Processes

The process of algorithm development will be determined by the goals to be 
achieved and the data to be analyzed. Algorithm development is achieved by the 
use of machine learning and data mining methods composed of relevant analytic 
platforms. The process of developing an algorithm can take different shapes accord-
ing to the purpose to be achieved [25] of the commonly used methods in creating 
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algorithms are the creation of computer programs that enable processing of data 
input to perform a number of tasks such as regression analyses or estimation of 
variances. The relationships between an organization’s data sets can be amassed by 
the use of unsupervised clustering algorithms. The processes to be followed during 
the design of algorithms can be illustrated using flow charts [26]. These are charts 
composed of activities to be performed, decisions to be made, the arrows which 
show the direction of a program, and conditions that must be satisfied before a 
program progresses to the next stage.

8.4 Algorithm design

During algorithm design, the designer creates mathematical processes that 
can be used to solve problems. The concept used to develop algorithms is coding 
engineering. Algorithm design and implementation are achieved by the use of 
design patterns or template patterns and involve the use of data structures to create 
programs and subprograms that can be used to derive the mathematical output 
from a particular data input [27]. In order to develop an algorithm, mainframe 
programming languages that are recommended include ALGOL, FORTRAN, PL/I, 
and SNOBOL. The developer of an algorithm can create hand-written processes and 
a set of mechanical activities to be performed by hand before creating a correspond-
ing algorithm using a computer program.

8.5 Program development

During the program development stage, a code is written in the form of pseudo-
code and logic requirements to be followed in a particular programming language. 
Various coding language choices can be made in relation to a programming task 
depending on its characteristics and usability [18]. A relevant coding language is 
selected and syntax rules are followed with little deviation to improve the accuracy 
of the program.

8.6 Pilot testing

In this stage, the written program undergoes a debugging stage in which the 
programmer identifies errors in the program. The identified errors can be syntactic 
or logic. In addition, the programmer explores other areas that are likely to make 
the program not run in a proper manner or not run completely [21]. The pilot test-
ing stage is usually lengthy and tedious and often constitutes more than 50% of the 
program development process. However, when there is greater attention to program 
design and coding, it is possible to reduce the amount of time spent in the debug-
ging stage. Syntax errors result in difficulty of executing a program and constitute 
simple errors such as misspelling or failure to comply with the syntax rules to be 
followed in a particular programming language [12].

8.7 Pre-implementation testing

In this testing, test data is added to the program to determine its usability in 
providing the required outputs. Agile testing can also be performed by following 
the principle of testing from the customer’s perspectives [23]. This testing should 
be performed by the quality assurance (QA) team. User acceptance testing (UAT) 
is performed on the program to determine whether it is usable in the intended 
system when released. This is due to the fact that changes in software characteristics 
undergo changes as it is developed. The resulting changes can be misunderstood in 
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a fashion that is not according to the objectives of users. When UAT is completed, if 
all requirements are met, the program is moved to production and made available to 
the users.

8.8 Final implementation

The final implementation stage is where a program is used to conduct an analysis 
of a particular data to provide an output that can be used to predict future activi-
ties of an organization [14]. In the implementation stage, the data mined from an 
organization’s database are input into the written computer program, processed 
(machine learning) and the resulting output is recorded and analyzed to enable 
prediction of a future characteristic of a program.

8.9 Lessons learned

The programmer conducts an assessment of a written program to establish 
whether the expected output has been achieved. A program that results in a desired 
output such as the number of customers who purchase products in a particular time 
period and considered useful should be retained by the organization.

8.10 Challenges

A major challenge that is likely to be encountered during any programming 
activity is that some programmers may not use algorithms that produce the 
expected output. Some problems are difficult to solve because they do not have 
parallel codes that can be used to write their corresponding programs. Some paral-
lel algorithms have complex features that make execution of programs difficult. 
Debugging is an important skill but most people do not have the ability to identify 
and correct errors due to the frustrations and difficulties encountered during this 
process. The design phase of a computer program can be challenging in terms of 
the need to think about the program requirements that need to be put together in a 
manner that would facilitate future updates. When program design is not effective, 
the resulting program can be difficult to modify in the future.

9. Life case studies of the use of PAAs in institutions

In an attempt to simplify the conceptual complexities of PAAs, a select number 
of themes are included with life case studies. It is my hope that such an approach 
will enable readers to better internalize some of what has been accomplished and 
relate these accomplishments to their respective and unique themes.

9.1 Health

Data analytics are used extensively to predict the resource requirements for 
hospitals. At Texas Hospital, predictive analytics algorithms have been used to 
enable reduction of its 30-day rate of readmission due to heart failure [25]. The 
data used to conduct the analysis are the admission number of patients who are 
readmitted and those having heart failure in the past months. The most commonly 
used method is a computer program that can be written using Java, JavaScript, or 
C in which an algorithm is created to establish a regression equation that can be 
used to predict future readmission rates. The independent variable is the number 
of patients with heart failures while the dependent variable is the number of 
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readmissions in the past months. The resulting output provides a value of regression 
equation that can be used in combination with the current number of heart failure 
patients to predict future readmission rates.

At the Harris Methodist Hospital outside Dallas, predictive analytics algo-
rithms are used to conduct scans on medical records to establish the most suit-
able care that can result in an improvement in patient outcomes. The algorithm 
accounts for a number of data characteristics such as blood pressure and the 
amount of glucose in blood to act as an identifier of patients who are at risk 
of experiencing heart failure [28]. The algorithm creates a 30-day risk score 
representing the likely heart failure incidence. This enables physicians to focus 
on patients who need to be provided with intensive care. The commonly used 
programming languages are Python and PHP. The risk score is determined by 
creating an algorithm that measures the p-value using a computer program. A 
particular level of significance is used to determine whether there is a likelihood 
of heart failure. The input variables are the amount of glucose in blood and blood 
pressure. The output of the analytic program is the level of significance, which 
may be 0.05 or any set value by the hospital. Patients whose values fall within the 
significance value are at risk of heart failure and effectiveness of treatment mea-
sures should be improved in promoting their health [29]. An algorithm is created 
that measures multiple regressions in which two independent variables are used; 
amount of glucose in blood and blood pressure. The resulting regression equation 
in a computer program contains the sections for input of the independent vari-
ables. The program is run and a regression value provided is used to predict the 
possibility of heart failure in a patient.

9.2 Problem statement

It has been necessary to determine methods of identifying patients who are 
at risk of heart failure with less human involvement. The existence of machine 
languages such as Java, Javascript, and Python has provided the opportunity for 
practitioners at Harris Methodist Hospital in Dallas to develop a machine learning 
algorithm that enables distinction of patients at risk of heart failure in order to 
provide them with more intensive treatment.

9.3 Intervention strategy

The intervention includes the creation of a computer program based on machine 
learning languages in which the practitioners record patients’ data and calculate the 
relationship between the values of blood glucose level and blood pressure to heart 
failure. This is where a notification is provided to the practitioners when blood pres-
sure or blood glucose levels reaches a particular value.

9.4 Process

The process involved the installation of the machine learning languages into the 
systems at Harris Methodist Hospital, coding and testing of programs using sample 
patient values, training the employees to use the program, and its commission for 
use in identifying patients at risk of heart failure.

9.5 Algorithm design

The design of the algorithm was achieved by complying with the framework 
shown in Figure 4.
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9.6 Pre-implementation testing

Before the actual implementation of the algorithm, it is tested by adding the 
value of blood pressures and blood glucose levels of patients to determine whether 
it is able to sound an alarm when the values are higher than the maximum amounts. 

Figure 4. 
Algorithm framework for testing patients at risk of heart failure [21].
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The program is also debugged by removing syntax errors and misspelled words in 
order to improve its readability.

9.7 Final implementation

The final implementation is the integration of the machine learning language 
in the diagnosis of patients who are at risk of heart failure. The implementation 
involves authorizing the use of the software in the organization as well as training 
the personnel involved in patient care to examine patients who are at risk of heart 
failure.

9.8 Lessons learned

Machine learning algorithms can be created to enable healthcare professionals to 
make accurate decisions during the diagnosis of patients such as identifying those 
who are at risk of heart failure. The effectiveness of the program is determined by 
the nature of the machine language used, the competence of the personnel, and the 
dedication of the staff involved in monitoring blood sugar levels and blood pressure 
as determinants of heart failure.

9.9 Challenges

The major challenges that are likely to be encountered in the use of the program 
are the lack of staff motivation, difficulty in debugging due to failure to locate errors 
in coding, failure of organizations to allocate enough resources, and the practice of 
using machine learning language to diagnose patients for risks of heart failure.

9.10 Education

Many learning institutions have used predictive analytics to predict future per-
formances by applying past performance scores of students in their institutions. At 
Southern Methodist University, an associate provost has contributed to student data 
management practices by applying predictive analytics algorithms that combine 
the grades attained by students in the past years to predict their performances in the 
future [11].

The analysis performed involves entering the raw data into the package and 
following the procedure of regression analysis. The preliminary result of the regres-
sion is a regression value that is related to the current performance of the student 
and is a factor that enables prediction of future performance. The final outcome is a 
standardized coefficient that acts as a predictor of the performance of a student in 
future tests based on the present performance.

9.11 Problem statement

The need to achieve an accurate prediction of the future performance of stu-
dents at the Southern Methodist University (based on their present performances) 
is unquestionable. The use of a machine learning (ML) program is regarded as the 
most suitable approach for achieving this objective.

9.12 Intervention strategy

The intervention strategy that has been recommended is the use of an ML 
algorithm that calculates the regression value for the students’ scores, which can 
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be used to predict their performances in the next academic periods. The recom-
mended statistical package is GNU PSPP, which has features that enable calculation 
of statistical measures such as simple linear regression, multiple linear regression, 
cluster analysis, and reliability analysis [30].

9.13 Process

The process involved was the installation of the GNU PSP application into the 
computer system followed by the design of the machine codes that return particular 
values of performance when information is input. The computer program will 

Figure 5. 
Design of the algorithm for prediction of future student’s performances [10].
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be composed of input points and the points of making decisions regarding the 
required outputs.

9.14 Algorithm design

The design of the algorithm will take place immediately after the installation of 
the GNU PSP computer application. The design involves the use of computer deci-
sion frameworks such as the flowchart shown in Figure 5.

9.15 Pre-implementation testing

During the pre-implementation stage, the program is tested to determine 
whether there are any errors. Debugging is done to correct syntax errors and factors 
contributing to the failure of the program are examined. The ability of the program 
to be used in a particular system is tested.

9.16 Final implementation

The program is authorized for use in predicting the future academic perfor-
mance of students in an institution, in which it is destined to be used [31]. The 
staff is trained to apply the program during the entry of students’ previous perfor-
mances. They also trained on the skills of interpreting the results of the program.

9.17 Lessons learned

The lessons learned from the program are that it is possible to design an effective 
program if the desired outcome is established. The programmer also needs to have 
the relevant knowledge including the steps for writing a machine code containing 
greater details. When a program for predicting future performances is created, 
it provides an approximate future performance of a student so that potential low 
performances can be mitigated.

9.18 Challenges

The challenges that are likely to be encountered during the design of the com-
puter program are the omission of particular procedures that enable analysis of 
the inputs to provide the accurate prediction of future outcomes. A challenge is 
also likely to occur in the debugging stage when the source of the error cannot be 
located.

9.19 Agriculture

AgDNA intends to solve the issue of excess nitrogen by implementing the PAAs 
concept, in which nitrogen requirements are optimally matched with site-specific 
conditions in the field, thus reducing the likelihood of the occurrence of high 
amounts of nitrogen in the atmosphere. The company has integrated next-genera-
tion cloud computing technology and techniques for big data analysis, soil charac-
teristics analysis, and climate data as information that enables understanding the 
nature of a farming field and its suitability for crop production [32]. These inputs 
are then combined using the most recent precision nitrogen management (PNM) 
frameworks to provide a prediction of the required amounts of nitrogen. The meth-
odology used is the creation of a computer program in which the characteristics 
of the soil are compared to the amount of nitrogen in order to determine whether 
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there is significance in the relationship. The statistical measure used in the analysis 
is the p-value, which measures the level of significance of the relationship between 
various soil characteristics and the amount of nitrogen. The software used in the 
computation of the relationship is JavasScript, which is cloud-computing software 
that enables the creation of programs for regression analyses. The analysis involves 
the input of the amount of nitrogen and the corresponding soil characteristics such 
as soil type, color, moisture content, and soil texture. The preliminary results are 
the p-values in which the values greater than the set significance value are soil types 
that have higher amounts of nitrogen that need to be regulated [33].

9.20 Business: marketing

Business application of PAAs occurs at the New York Times (NYT) as a means 
of improving its business and operational model. Predictive analytics models have 
been created that enable subscription to the organization’s social media sites and 
other business decisions. According to a report by Chris Wilgins in a Predictive 
Analytics conference, predictive analytics is used to influence customers [10]. The 
NYT uses natural language processing as a means of increasing reader engagement 
so that the most beneficial types of articles can be sold. The software used is C 
program, in which an algorithm is developed that enables recognition of words such 
as adjectives used by customers to demonstrate their satisfaction. The software also 
has a subprogram, which enables the creation of a decision tree that matches the 
natural languages used by customers to make a particular decision. The preliminary 
result of the program is a tree diagram, which matches the natural language used by 
customers and the decisions that need to be taken to promote the sales of the NYT 
products.

9.21 Business: transportation

Virgin Atlantic uses predictive analytics algorithms to determine the prices of 
tickets according to the likelihood of travel demands by customers [6]. The statisti-
cal packages used are either MATLAB or SPSS, which have features that enable the 
calculation of statistical measures such as regression analysis, multiple regression 
analyses, correlation analyses, and the T-test. The methodology used is the input of 
the raw data such as prices of tickets and the corresponding number of customers 
who board flights in a specified period such as a month or a year. The statistical 
measures conducted include regression analysis and significance analyses. The 
preliminary regression value is used as a measure of the relationship between 
independent variables (price) and the dependent variable (number of customers). 
A final prediction of future demand in ticket sales is established by the use of the 
regression coefficient to predict the likely number of customers.

9.22 Sports

A commonly used predictive analytic model in sports is Sports Performance 
Platform (SPP) from Microsoft, which incorporates an ML and AI in the creation 
of algorithms used to make decisions regarding the performance of athletes. This 
application provides solutions for the locker room, performance lab, and has an 
algorithm that enables prevention of injuries, making decisions pertaining to 
games, and changing training schemes to improve the performances of athletes 
[15]. An example of a sports club that uses PAAs is Midtjylland, a Danish club that 
was on the brink of bankruptcy but improved to nearly winning a championship 
title. The club made changes to the steering approach by implementing analytical 
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procedures in which experts conducted an analysis of each player twice a month 
to obtain information that addressed the player’s training needs. The experts also 
provided the coach with information such as when to change the game plan in 
accordance with the in-game statistics. Information from analytical models was 
used to recommend new players [34]. The programming software used for the 
analysis of the players was SPP. The methodology used was the creation of an 
algorithm that enabled input of player behaviors such as the number of passes, 
distances covered, number of touches of the ball, and the resulting team perfor-
mance such as the number of wins, draws, and losses. The algorithm creation 
methodology also involved the creation of a code that measured the regression 
between the variables. The preliminary results were the raw player data in the 
computer program and the team’s performance in the past matches. The final 
outcome was the regression value, which showed the relationship between each 
player’s characteristics and the team’s performance. This value is important in 
making decisions such as whether to substitute a player in order to improve the 
performance of the club.

9.23 Social media

Social networking companies such as Facebook have been using predictive 
analytics algorithms that enable updates regarding a brand to be available to the 
user after a product has been “liked”. Therefore, users are able to see posts, which 
improve their engagement rates with their individual networks such as posts that 
their friends have engaged with [16]. The programming language used is JavaScript 
due to its cloud computing feature and the ability to make changes to an already 
existing algorithm. The methodology used is the creation of an algorithm that 
enables the site to link a liked product to a user’s page. The process includes the sta-
tistical analysis of a decision tree in which the website is automatically coded to link 
a “liked” product to the user’s page. The final outcome is a user experience in which 
when a person likes a product, the updates regarding the product appear on their 
page in the future. This implies that Facebook will promote the ability of marketers 
to promote social engagement with customers.

9.24 Manufacturing

In manufacturing companies, machine-learning algorithms have been used to 
understand the machine problems that are likely to be encountered in order to apply 
preventive practices to keep the supply chain operational. At Georgia Institute of 
Technology, machine-learning algorithms provide the opportunity to promote 
forecasting the likelihood of machine failures, thus, enabling the technicians to 
perform maintenance practices [3]. The machine learning language used is a C 
program with capabilities for creating codes that enable calculation of statistical 
tests such as regression analyses, linear regression, and multiple regressions. The 
methodology used is the creation of a computer algorithm in which past intervals 
of failures is added. The data are the failure times (the dependent variable) and the 
time interval (independent variable). A sub-program is created that enables the 
calculation of simple regression analysis, which establishes the relationship between 
machine failure times and the time interval. The preliminary results are the input 
values of failures of the machines against time interval. The outcome of the analysis 
is a regression coefficient, which can be multiplied by the current failure frequency 
to determine the next likelihood of the machine’s failure. This ML algorithm has 
been applied in the performance of regular maintenance tasks on lathes, grinders, 
saws, and gears (Figure 6).
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9.25 Government institutions

In the United Kingdom (UK), the Ministry of Defense uses machine learning 
algorithms to explore and organize public documents. This is achieved by creating 
algorithms that enable the identification of documents depending on their subjects 
and conducts the analysis of information for the purpose of finding patterns and 
anomalies in data systems [25]. The algorithms are also implemented in the detec-
tion of fraudulent activities, transactions, or activities of any public official for 
personal gain. The algorithms have been effective in the detection of activities such 
as money laundering, the creation of counterfeit trade items or the duplication of 
business documents. The processes include the installation of machine learning 
languages into the systems of the organizations, the creation of computer programs, 
testing, and implementation [35]. The inputs are information regarding future 
activities such as the attempt to change the content of documents in order to achieve 
personal objectives or defraud the government. The program is capable of providing 
information about the perpetrators of the acts and insights on characteristics that 
can be used to trace them.

9.26 Crowdsourcing

Bugcrowd Inc. uses crowdsourcing, in cooperation with Fortune 500 companies 
such as MasterCard Incorporation, to identify vulnerabilities that may be used by 
hackers to infringe on their infrastructure. This is achieved by the use of a machine 
learning language called a bug bounty program, which enables the engagement of 
the cybersecurity community, providing them with monetary rewards for their 
contribution to the resolution of the vulnerabilities [2]. A major advantage associ-
ated with the company is the lack of a requirement for evaluation of claims of cyber 
threats using the crowd-sourced information to determine the areas of security 
where greater attention should be placed. Crowdsourcing also involves the use of 
application programming interfaces (APIs), a tool for software development that 

Figure 6. 
Summary of the improvements made at General Electric [3].
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integrates the sourced data into the current workflows or reports of business secu-
rity analyses. The process involves the selection of a suitable programming language 
such as Python and installing it in the organization’s system [5]. Professionals in 
machine code development develop machine codes that enable the recording of 
information from a number of sources. The output is a list of sources of information 
containing cybersecurity information that is usable for improving the organization’s 
databases.

10. International development programs that use PAAs

From a geopolitical perspective, I have also included case studies on themes that 
are universally applicable with specific emphasis on select themes that significantly 
contribute in making the world a better place and hence promoting a better quality 
of life.

10.1 Natural disaster programs

The concept of predictive analytic algorithms has been implemented in the 
analysis of big data regarding past natural disasters and used to predict future 
incidences [23]. An example of an incident that provided data for fighting natural 
disasters is the earthquake that occurred in Haiti in 2010. Crowdsourcing has been 
used to obtain real-time images of disasters such as earthquakes while big data 
approaches in artificial intelligence (AI) have been used to determine meanings 
in messages such as SMS that were generated during the occurrence of natural 
disasters.

The processes involved the installation of machine learning language followed 
by the creation of an algorithm that enables the performance of mathemati-
cal analyses such as regression analysis and providing the output that can be 
interpreted to estimate the likelihood of occurrence of a similar incident such 
as another earthquake in the future [33]. The analytical procedures performed 
involve the input of information pertaining to disasters such as the magnitude of 
an earthquake, time of occurrence, and region into the machine language. The 
machine language performs an analysis of mathematical processes such as linear 
regression and multiple regressions to provide statistical coefficients that can be 
used to predict future disasters.

10.2 Poverty eradication program

Predictive analytics have been used by the World Bank (WB) in poverty eradica-
tion initiatives such as the collection of information of affected areas, the analysis 
of the number of people who need relief services, and the relationship between 
their status with infectious diseases. This is in accordance with the WB objective 
of eradicating poverty by the year 2050. Countries conduct household surveys and 
provide WB with information used to classify the population according to the level 
of poverty [25].

The processes involve the creation of a machine language that enables input 
of raw data such as the economic statuses of families. Data from statistical offices 
in various countries are input into the machine learning language that has been 
designed in a customized fashion to enable the stratification of families according to 
their gender, age, income levels, geographical location, race, or culture. The pro-
gram has commands that enable the quick calculation of statistical measures such 
as linear regression or multiple regressions to provide coefficients that enable the 
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prediction of poverty levels in the future [2]. The machine learning language has 
also been designed in a manner that enables the transfer of data from mobile phones 
to the program for analysis. This program has been implemented to measure the 
economic status of people in Togo, Tanzania, and Tajikistan to provide outputs that 
enable prediction of poverty status in the future. A similar program has been used 
by the WB in the measurement of the movements of nomadic people in Somalia to 
predict future migration patterns.

11. Programming software

11.1 Turn-key programming model

A turn-key program (TKP) is one that is developed according to specifica-
tions because the owner has specified all the functional requirements. A TKP 
has the primary advantage of enabling the user to establish a program budget, 
inputs, and outputs in a scheduled manner. Turn-key programs do not provide 
easy flexibility in the management of changes and other features requested by 
the programmer.

11.2 In house programming model

In in-house programming, a program is developed by the IT department of the 
company rather than an outside company [32]. An example of in-house program-
ming is Google’s software development, which is done using its machines that are 
located in various parts of the computer network system.

11.3 Outsourcing programming model

Outsourcing programming is the process in which a computer program is writ-
ten by a third party and generally external institutions on a consulting basis. It is a 
more advantageous method of programming because an organization reduces the 
cost of undertaking a particular project. It is also a means of ensuring time-saving 
in the development of computer programs because it tends to be less time-consum-
ing when a number of experts are assigned to complete program development. The 
risks and challenges involved in outsourcing are confidentiality, limited supervi-
sion, possible tardiness and service-provider loyalty.

12.  Programming languages, architecture development, platform, 
interfaces

12.1 Java

Java is a major programming language used in building server-side programs 
for video games and apps in mobile phones. It is also popular in the creation of 
programs for operation on Android-based platforms. Java incorporates both 
compilation and interpretation techniques [3]. Java compiler is used to convert a 
source code into bytes. Java Virtual Machine (JVM) performs an interpretation of 
the bytecode and the creation of a code that can be executed when the program is 
run. Java is highly recommended during the creation of web server programs, web 
commerce applications such as electronic trading systems, scientific applications, 
and enterprise databases (Figure 7).
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12.2 Python

Python is an object-oriented programming language that is popular due to its 
simple and readable syntax. It is easy to learn and uses simple language for program 
coding. For instance, if the computer is required to write something, the command 
“print” is used. Python makes use of the concept of dynamic typing, reference count-
ing, and detection of garbage in order to facilitate memory management [11]. It uses 
similar expressions to other programming languages such as C and Java (Figure 8).

12.3 C language

C is a compiler program that can be used to translate functions, declarations, 
and definitions into files that are executable. It has a simpler command procedure 
and performs less programming tasks compared with other languages used in 

Figure 7. 
A mapping of Java programming language architecture [3].

Figure 8. 
Architecture of Python programming language [11].
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programming such as Python or Java. Executable files are created by the compiler 
translating source code into executable codes independently. It does not remember 
the defined variables while performing file processing [2]. This implies that a vari-
able cannot be used if it has undergone previous declaration in the same file. C is 
similar to Java in functions such as loops and conditionals, but the former is simpler 
in other aspects, such as the structure of data definitions (Figure 9).

13. Algorithm development: examples of algorithms

13.1 Brute force algorithms

Brute force algorithms enable enumeration of all integers from 1 to n and estab-
lish whether each number is divisible by n to obtain a whole number. With this type 
of algorithm, direct computation is performed based on a problem statement to be 
resolved and the corresponding concepts [7]. The search phase for the text can be 
done randomly. It is an algorithm that is commonly used in the solution of problems 
such as sorting, searching, and binomial expansion.

13.2 Simple recursive algorithm

A recursive (self-executing) algorithm is one that uses smaller input values 
and applies simple operations to them in order to obtain the result. It applies the 
principle of solving a problem by dividing it into smaller versions, which can then 
be solved by the use of recursive algorithms. If a function is represented recursively, 
the corresponding recursive algorithm for the computation of its members is a mir-
ror of the definition.

Figure 9. 
Compiler architecture of a C program [2].
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13.3 Backtracking algorithms

A backtracking algorithm is an algorithm that is used to find solutions to compu-
tational problems such as conditional problems. The process of programming starts 
with a particular move out of a number of alternatives [36]. If it is possible to reach 
a solution using the selected move, the solution is printed; otherwise, the program 
backtracks and selects another move to try.

13.4 Randomized algorithms

Randomized algorithms use the concept of randomness to determine the task 
to be performed anywhere in the algorithm. Their preferred use is for the analysis 
of expectation of worst cases, in which all likely values of the random variables are 
considered and the corresponding time by a possible value is evaluated.

13.5 Dynamic programming algorithms

Dynamic programming is the process where algorithms are created for breaking 
down a problem into a number of sub-programs. These problems are solved just 
once and the result is stored so that when a similar problem occurs in the future, a 
solution is looked up amongst the stored solutions [7]. This basically involves creat-
ing a program that memorizes the results of a particular state and using it to solve a 
sub-problem.

14. Highlights

This chapter has reviewed and analyzed contemporary documentation pertain-
ing to the use of PAAs, the processes involved in their development, their applica-
tion in the computation of mathematical procedures, such as linear regression and 
multiple regression, and prediction of future outcomes. The stages in which PAAs 
undergo until the outcome is achieved include problem statement, intervention 
strategy formulation, processes, algorithm design, program development, pilot 
testing, pre-implementation testing, the analysis of lessons learned, and examina-
tion of the challenges encountered.

The concept of PAAs has been used in most machine-learning languages to 
develop computer programs that provide an output, which enables understanding 
future events in healthcare, education, manufacturing, governance, and natural 
calamities such as earthquakes or poverty levels. In healthcare practice, it has been 
possible to develop a PAA that uses blood sugar levels and blood pressure to predict 
the patients who are at risk of heart failure so that intervention measures can be 
implemented. In educational institutions, PAAs have been developed that enable 
the input of the student’s performance in the present period to predict future 
performances in various fields of specialization. In agriculture, big data PAAs have 
been used to formulate soil characteristics in the future based on the current char-
acteristics such as soil moisture content, the amount of nitrogen in the soil, and the 
amount of salts. The output has been used, for example, as a guide on the measures 
that can be taken to reduce the amount of nitrogen in the soil. Other areas where 
PAAs have been used are player performance prediction in sports, sales predictions 
in businesses, predictions of unauthorized acts in government departments, and 
crowdsourcing to promote organizational cybersecurity.
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15. Summary

The euphoria created by the advent and exponential evolution of predictive 
analytics seems to have left many stakeholders in awe. From every level of business 
to different institutional categories, the best and optimal performance seems to be 
in sight with no establishment being left behind.

While the positive outcomes achieved so far continue to escalate, institutions at 
large need to take one step backwards to do some stocktaking. This process involves 
asking critical and provocative questions, including: Are we doing the right thing? 
How evidence-based are our strategies? Are they sustainable? How reliable are our 
data sets? Is client data adequately protected from potential cybercriminals? Have 
all the ethical concerns been adequately addressed? What is the gold standard?

If PAAs’ dynamics are any indication, the learning curve is bound to be long, 
steep, and daunting. One major reason for this possibility is the growing complexi-
ties of managing data and the institutions involved in processing them. There is 
also the challenge of establishing a diverse team of experts involved in developing 
problem solutions. Members of such a complementary group serve as an invaluable 
backbone to any potential success. The problems are complex, ranging from good 
quality data to the nuances that accompany risks and assumptions of selecting and 
applying the appropriate algorithms.

As already indicated elsewhere in this chapter, good quality data is sine qua non 
to any successful analysis (quantitative and qualitative). Mark Twain’s characteriza-
tion of lies, “lies, damned lies and statistics,” should always serve as a compelling 
reminder that the information generated from data through the machine learning 
(ML) process is only as useful as the quality of data used. Having and using the 
appropriate and reliable piece of information is a catalyst for making informed deci-
sions. PAAs are no exception! ML processes continue to gauge significant amounts 
of data. This data is transformed through the ML process to predictive outcomes 
(information) used in making informed decisions. ML’s propensities to process 
big data sets have made cloud computing an inevitable requirement. The arrival of 
quantum computers (QC) has made the transformation process faster, reliable, and 
more efficient. These QCs, which have miniaturized the binary digit (bit), have 
moved computing to a higher level. According to an IBM definition, “Quantum 
computers, on the other hand, are based on qubits, which operate according to two 
key principles of quantum physics: superposition and entanglement. Superposition 
means that each qubit can represent both a 1 and a 0 at the same time.” Access to 
good quality data is one way of optimizing the utilization of these QCs.

In one of my series of lectures given to graduate students at the University of the 
West Indies in Kingston, Jamaica, a student wanted to know why program managers 
firmly believe that in any strategic framework — “logframe” for example — outputs 
(and their indicators) always contribute to outcomes, especially given the potential 
for misleading and unreliable results reported at the output level.

In my response, I agreed with the student while elaborating on the data col-
lection and reporting vulnerabilities, especially in environments where very little 
appreciation is given to data that are subsequently converted to information. I 
explained the trade-offs that managers and other stakeholders are faced with. I 
described what it takes to address issues like these, including conducting a control 
study. I further shared an anecdote with the group; an experience I had conducting 
a program evaluation for a UN agency. In this case, the agency had spent 4.5 million 
dollars over a three-year period on national capacity strengthening. The partici-
pants, who were medical health workers, were trained both nationally and inter-
nationally. This was identified as one of the output indicators that contributed to a 
corresponding relevant indicator — improved quality of health services — at the 
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outcome result level. During the evaluation assignment, I followed up (something 
that was never done after training), and as it turned out, most of those who benefit-
ted from the training had moved on; some changed ministries, others had left the 
country, and some had even changed professions! Obviously, any planning deci-
sions made using that training report would undoubtedly be erroneous, misleading, 
and deceptive at best.

It is quite conceivable that the evolving, inclusive, and streamlining dynamic 
of PAAs will continue to have positive and unquestionable consequences on how 
programs are managed. The myriad implications are unfathomable with synergies 
that collectively yield both intended and unintended outcomes. If current thematic 
applications are any indications, introducing analytics in any intervention will 
continue to be a win-win initiative.

While different institutions condition their interventions towards their respec-
tive strategies, the ultimate outcome is improved productivity and optimization 
of resource (human, financial, and material) utilization. There is also the human 
(quality of life) dimension that can revolutionize, reverse, and mitigate certain 
nuances that affect our wellbeing. For example, academic institutions now apply 
some models for improving student performance. By using historical data these 
institutions are able to identify vulnerable students, counsel them on an individual 
basis, and enable them to set more achievable objectives based on their academic 
performance with respect to the average group standing. The ultimate outcomes 
demonstrate counterfactuals that are obvious. And the results have been quite 
impressive. Some students in some cases have even encouraged themselves to 
become their own agents of change.

There is also gradually and increasingly, an inclusive element of analytics that 
continues to encourage and involve members of different community popula-
tions: crowdsourcing. This strategy has mushroomed and generated an astounding 
dynamic amongst communities. It remains to be seen to what extent the strategy 
will contribute to improving people’s quality of life.

In general, business institutions are ahead of the curve with marketing as one of 
the trailblazers. The competition remains extensive and brutal.

Abbreviations

ML Machine learning
PAA Predictive analytics algorithms
SP Service provider
QOD Quality of data
GIGO garbage in garbage out
CU Columbia University
SPSS Statistical Package for Social Sciences
BSC Balanced scorecard
LCU Louisiana University College
PCA Principal component analysis
AI Artificial intelligence
QA Quality assurance
UAT User acceptance testing
PNM Precision nitrogen management
NYT New York Times
SPP Sports Performance Platform
UK United Kingdom
API Application programming interface
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